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SMALL ZEROS OF QUADRATIC FORMS WITH LINEAR CONDITIONS

LENNY FUKSHANSKY

ABSTRACT. Given a quadratic form and M linear forms in N + 1 variables with coefficients in a number field
K, suppose that there exists a point in KV*1 at which the quadratic form vanishes and all the linear forms do
not. Then we show that there exists a point like this of relatively small height. This generalizes a result of D.W.
Masser.

§1. Introduction and notation. Let

N N
FX,Y)=> Y fi;X;V;

i=0 j=0

be a symmetric bilinear form in N + 1 variables with coefficients f;; = f;;. We write F' = (f;;) for the
associated (N +1) x (N + 1) matrix, and F(X) = F(X, X) for the associated quadratic form. First assume
that the coefficients f;; are in Q. Suppose there exists a point & € Q! such that z¢ # 0 and F(x) = 0.
In [4] Masser shows that in this case there exists such a point & with

H(x) <y H(F)WN+D/2

where H here stands for height of  and F, respectively. This generalizes a well known result of Cassels [2]
about the existence of small zeros of quadratic forms with rational coefficients to the existence of small zeros
of quadratic polynomials with rational coefficients.

We generalize Masser’s result in the following way. Let K be a number field of degree d over Q. Let
the coefficients f;; be in K. Let M be a positive integer. Let L1 (X), ..., Ly (X) be linear forms in N + 1
variables with coefficients in K. Suppose there exists a point t € K N1 such that F(t) = 0, and L;(t) # 0
for each 1 < ¢ < M. Then we prove that there exists such a point of bounded height. The bound on height
is in terms of the heights of quadratic and linear forms, and reduces (up to a constant) to Masser’s type
result over a number field in case M =1 and L;(X) = Xj.

First we set some notation. For a number field K of degree d over Q, we write Ok for the ring of algebraic
integers of K and Ak for the discriminant of K. Write M (K) for the set of all places of K, and for each
v € M(K) let d, = [K, : Q] be the local degree, where K, and Q, are completions of K and Q respectively
at the place v. Then if u € M(Q), let M,, = {v € M(K) : v|u}, and we have

Z d, = d.

veEM,,

We normalize our absolute values for v € M (K) as in [6]:

(1) if vlp then |p|, = p~ /2,

(2) if v|oo then ||, = |a|?/?, where | | is the usual Euclidean absolute value on R or C.
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2 LENNY FUKSHANSKY

Then for every a € K, o # 0, the product formula reads
[Tlelo = 1.

For each v € M (K), we define a local height over K, by

Ho(@) = max, lailo,

for each & € KN*1. Then we have the homogeneous global height function on K~N+!
Hx)= ][ Hu(=),
veEM (K)

and the inhomogeneous height

h(x) = H max{1, H,(x)},

veEM(K)
for each & € KN*t1. We now state a basic well-known property of height functions. Let z,y € K%, and o, 8
be positive integers, then

(L.1) H(aw £ fy) < h(ox £ By) < (a + B)h(x)h(y).

We define the height of a polynomial to be the height of its coefficient vector.
Let j be a positive integer. Let

(1) 7,(j) = 7120 (5 /2 + 1)1/ if v|oo is real,

(2) ro(j) = (2m)7Y/20(j + 1)Y/% | if v]oo is complex,

(3) ro(4) =1, if v { 0.
For each j, define a field constant

(12) () = {29+ A FY T T nG)

veM(K)

Now we can rigorously state the main result of this paper.

Theorem 1.1. Suppose there exists a pointt € KN such that F(t) = 0, and L;(t) # 0 for each 1 <i < M.
Then there exists u € KNt such that F(u) =0, Li(u) # 0 for each 1 <i < M, and

(1.3) H(u) < Bg(N, M)H(F)" 2 +(M-DH(N+2)
as well as
M
(1.4) H(u) < Bg(N, M)H(F) 2 +(M-D(N+2) HH(Li)(ZMJ;Il)N,
i=1
and finally
M
(1.5) H(u) < Bg(N,M)H(F)" & +(M-1(N+2) HH(Li)W,
i=1

where the constant By (N, M) is given by

(1.6)  Bx(N,M)= ﬁ(N +1)° A (N) {486 (N + 1)° A (N2}

(M +2){(M +3)1}?,
with Ax(N) as in (1.2).

The following result is a simple, but useful corollary of Theorem 1.1 in the case M = 1.
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Corollary 1.2. Let F(X) be a quadratic form in N + 1 variables with coefficients in the number field K,
as above. Let
Vi(F)={te KN . F(t)=0}.

Suppose that there exists a non-singular point 0 # x € Vi (F). Then there exists a non-singular point
0 # s € Vi (F) such that

v|Z

H(s) <max{3,Ax(N)} H(F)=.

The structure of this paper is the following. In §2 we produce a solution to the problem in case there is
only one linear form, obtaining upper bounds for the inhomogeneous height of the point in question, and
proving Corollary 1.2. Our line of argument here follows that of Masser [4]. In the process of proof we state a
generalization of Cassels’ result on small zeros of quadratic forms, that we use to construct auxiliary points.
In §3 we produce an upper bound for the height of a point outside of the collection of subspaces. In §4 we
prove Theorem 1.1. It is derived from a slightly more technical result of Theorem 4.1. Our argument is by
induction on the number of linear forms, so we use the results of §2 for the base case of the induction, and
we use the result of §3 to construct certain auxiliary points. Then we compute bounds on the height. We
also remark that one can assume the point u of Theorem 1.1 to be in O%H.

§2. The problem with one linear form. Let L(X) be a linear form in N+ 1 variables with coeflicients
in K, and suppose there exists a point ¢ € KN*! so that F(t) = 0 and L(t) # 0. We want to show an
existence of such a point of small height. The argument of this section parallels that of Masser [4]. We argue
by induction on V.

First suppose that N = 1, then

F(Xo,X1) = aX? +bXoX; +cX?,

L(Xo,X1) = qoXo + q1 X1,

where a, b, ¢, qo,q1 € K. Since L(X) is not identically zero, we can assume without loss of generality that
qo #0. If a = ¢ =0, then a{(1,0),(0,1)}, @ € K, is the zero set of F' consisting of two projective points of
height 1, and L must not vanish at one of them. Then assume a # 0. Let € = (2o, 21) € K? be a non-trivial

zero of F', so xg,x1 # 0. Then
—b 4 Vb2 — dac
($0,$1) =T T’ 1],

so again the zero set of F' consists of only two projective points, and hence L must not vanish at one them.
Thus we just have to estimate the heights of these two points. We can assume that x; = 1, therefore
h(x) = H(x). A straightforward calculation shows that

(2.1) h(x) < 3H(F),

and this finishes the proof in case N = 1.

Now we state a generalized form of Cassels’ theorem on small zeros of quadratic forms, that we will use
in the proof. The following version is due to Vaaler.

Theorem 2.1. If a quadratic form F has a nontrivial zero in KNt then there exists 0 # x € OI]\(’+1 such
that F(x) =0, and

(2:2) H(z) < h(z) < Ax (N)H(F)M?,

where A (N) is as in (1.2).
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This follows by combining Theorem 1, Corollary 2 and remark after it of [6] with Corollary 11 of [1].

Remark. A theorem like this has first been proved for the case K = Q by Cassels in [2], and later
generalized to number fields by Raghavan [5] (various other important generalizations of Cassels’ result were
also carried out by Birch, Davenport, Chalk, Schmidt, Schlickewei, and Vaaler, just to name a few; see [6]
for a more detailed account and bibliography).

We return to the proof. Now assume that N > 2. Then

N
(2.3) L(X)=q.X =) ¢X; € K[Xo,..., Xx].
=0

By Theorem 2.1, there exists 0 # ¢ € KN*! such that F(x) = 0 and
(2.4 H(@) < h(z) < Ax (N)H(E)V.

If L(x) # 0, we are done, so assume L(x) = 0. Again, since L(X) is not identically zero, we can assume
that for instance ¢y # 0. This implies that

1 N
To = —— qiZi,
hence

N N N N N
0=F(@)=> > fuymz;+2>  fowori+ fooxd = > > girix;,
1=1

i=1 j=1 i=1 j=1

where for each 1 <4,5 < N, g;5 = fi; — %fm + %qiqj. Then define a quadratic form G in N variables:
0

N N

i=1 j=1

Notice that 0 # (x1,...,7x) € KV, and G(x1,...,7x) = 0, hence by Theorem 2.1, there exists 0 # z € KV
such that G(z) = 0 and
H(z) < h(z) < Ag(N = 1)H(G)N =172,

We need a bound on H(G) in terms of H(F') and H(L). Using the fact that H, (L) > |qo|, for each v € M(K)
along with ultrametric inequality in the non-archimedean case and triangle inequality in the archimedean
case, we obtain

H(G) <6H(F)H(L)?,

therefore
(2.5) H(z) < h(z) <6Ag(N —1)H(F)N-V/2g(L)N-1,
Define
1 XN
Yo = —% ; qiZi,
and let 0 # y = (yo, z) € KN, By construction, F(y) = L(y) = 0. Then using (2.5), we obtain

H,(L)
‘QO|1;

(2.6) H(y) <hy) <N ][]

veEM(K)

max{1, H,(z)}
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<6NAg(N —1D)H(F)N-D2H(L)N.

Since the bilinear form F' is not identically zero, there must exist a coefficient f;; # 0. Then without loss
of generality, assume fog = 1, which implies that

(2.7) max{1, H,(F)} = H,(F),

for each v € M(K).
Next let 0 # t1,t, € KNt! and define

(28) u; = F(tl)ﬂl‘ - 2F(t1, .’I))tl,
and
(29) Uz — F(tg)y - 2F(t2, ’y)tg

It is easy to check that F(u1) = F(ug) = 0. Let
Vi(F)={te KN*': F(t)=0}.
Lemma 2.2. Suppose that x,y are non-singular points in the variety Vi (F'). Then there exist 0 # t1,t5 €

KN+ with coordinates 0,41 such that L(wuy), L(ug) # 0.

Proof. We will go through the construction of ¢1, and the construction of s is identical. Since L(x) = 0, we
want to construct ¢; € KN*! such that the following holds:

(1) t1o # —qio sz\il qit1i,

(2) Fty,2) £0,

(3) ti=0,£1 V 0<i<AN.
Notice that (1) is equivalent to L(¢1) # 0, and (2) is possible since x is non-singular in Vi (F). Write
e, ..., en for the standard basis vectors. Fach e; satisfies (3). There exists e; satisfying (1). If e; satisfies
(2), let t; = e;. Otherwise, there exists e; satisfying (2), and i # j. If e; satisfies (1), let ¢t; = e;. If not,
then let t; = e; + e, and we are done. ;

Assume @,y are non-singular points in the variety Vi (F'). Make the choice of £1,t5 in (2.8), (2.9) as in
Lemma 2.2. Then F(u1) = F(uz) =0, L(u1), L(uz) # 0. We want to estimate heights of uq, us.

Lemma 2.3. Ift,w € KNt and u = F(t)w — 2F (t, w)t, then

(2.10) H(u) < h(u) < 3(N +1)2H(F)h(w)h(t)>.

Proof. If v { oo, then |2, <1, and so
max{1, H,(u)} <max {1, |F(t)|, Hy(w), |2|,|F(t, w)|, H,(¢t)}
< max{1, H,(F)H,(w)H,(t)*} < max{1, H,(F)} max{1, H,(w)} max{1, H,(t)}?

= H,(F)max{1, H,(w)} max{1, H,(t)}?,

where the last equality follows by (2.7). If v|oo, then

Hy(u) < |F(t)|oHy(w) + 2|F(t, w)|, Hy(t) < {3(N + 1)2}dv/de(F)Hv(w)Hv(t)2

)
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and so
max{1, H,(u)} < {3(N + 1)2}d“/d max{l,HU(F)HU(w)Hv(t)Q}

< {3(N + )2}/ max{1, H,(F)} max{1, H,(w)} max{1, H,(t)}>
= {3(N +1)*}%/4H,(F) max{1, H,(w)} max{1, H,(t)}?,
where the last equality follows by (2.7). Then (2.10) follows by taking a product.

By Lemma 2.2, h(t1) = h(tz) = 1, and so by Lemma 2.3, (2.4), and (2.6) we have

(2.11) h(uy) < 3(N +1)°H(F)h(z) < 3(N + 1)* A (N)H (F)N+2)72,
and
(2.12) h(ug) < 3(N 4+ 1)2H(F)h(y) < 18N(N +1)2Ax (N — 1) H(F)N+D2 g ()N

Next we consider the “singular” case.

Proposition 2.4. Assume that x is a singular point in the variety Vi (F). Then there exists a point
s € KN*! 50 that F(s) =0, L(s) # 0, and

(2.13) H(s) < h(s) < 3H(F)N/2.
Proof. Here the idea is as in [4], to reduce to fewer variables keeping coefficients under control and to use
induction. If N =1, (2.13) is just (2.1). Then assume that N > 2, and that (2.13) has been proved for N —1.

Without loss of generality, assume that x # 0. Then @ is linearly independent of the first IV standard unit
vectors €, ...,en_1, S0 we can define new variables Yy, ..., Yy by

(214) X = (Xo,...,XN) :Yoeo—i-...—‘rYN,leN,l +YN$

We have

N-1 N-1 N-1
F(X)=F (Z Ye) + Y F(x) +2F (Z Yiei,YN:c> =F (Z Ye) :
i=0

=0 =0

since F(z) = 0, and z is a singular point in V, i.e. F(t,z) = 0 for all ¢ € KV, Then define a new
quadratic form @ in N variables Yy, ...,Yy_1 by

N-1
=F <Z Yiez-> :
=0

and so FI(X) = Q(Y). Clearly, the coefficients of @ form a subset of coefficients of F', and hence
(2.15) H(Q) < H(F).

There exists a t € K¥*! so that F(t) = 0, and L(t) # 0. Let w = (wp,...,wny_1) be the vector that
corresponds to t under the coordinate change (2.14) and reduction to N variables. Then

0+ L(t) <Z wlez> +—L (Z wzez>,
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since L(x) = 0. Then define a new linear form L; in N variables Y, ...,Ynx_1 by

N—-1
Li(Y)=1L (Z Yiei> ,
=0

and so Lj (w) # 0, and
H(L,) < H(L),

since coefficents of Ly form a subset of coefficients of L. We also know that Q(w) = F(t) = 0. Therefore,
by induction hypothesis, there exists u € KV such that Q(u) = 0, L;(u) # 0, and

h(w) < 3H(Q)N? < 3H(F)N/?,

by (2.15). Define s = (u,0) € KN*! and then F(s) = Q(u) = 0, L(s) = L1(u) # 0, and h(s) = h(u). This
completes the proof.

Now notice that if N > 1, 3(N + 1)?Ax(N) > 3, as well as for each N > 2, (N + 1)?Ax(N) >
N(N +1)2Ag(N — 1). Putting this together with (2.11), (2.12), and (2.13), we have proved the following
theorem.

Theorem 2.5. Let the notation be as above. Suppose there exists a point t € KN*! such that F(t) = 0,
and L(t) # 0. Then there exists u € KN such that F(u) =0, L(u) # 0, and

(2.16) H(u) < h(u) < 18(N + 1)2Ag (N)H(F)N+D/2 pin {H(F)l/Q, H(L)N} .

Proof of Corollary 1.2. Let x be the zero of F' guranteed by Theorem 2.1. If @ is non-singular, we are done.
If « is singular, let L(X) = 59—;; for some 0 < i < N, so L(x) = 0. Then by Proposition 2.4, there must
exist s € KNT! 50 that F(s) =0, L(s) # 0, and

H(s) < h(s) < 3H(F)N/2,

§3. Points of small height outside of a collection of subspaces. Let M, N be positive integers,
and let K be a number field of degree d over Q. Keeping all the notation as before, we prove the existence
of a point of small height at which none of M linear forms in N variables with coefficients in K vanish.

In fact, we consider a more general situation and produce a basic result. Let v € M(K) be any place of
K, and let
SM:{angoza1+...+aN < M}.

Then let
UXy,n Xn) = Y cla)X{ XY € Ky[Xy, ..., X,

aESy

be a polynomial in N variables of degree M. If k is a positive integer, then for each vector = € Z* write
@] = max{]ai], ., o}

The idea for the following argument was suggested to me by Sinnou David, [3].
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Theorem 3.1. Let the notation be as above, and suppose U(X) is not identically 0. Then there exists

x € ZN such that U(z) # 0 and |z| < [degT(U)] +1=[#]+1.

Proof. We argue by induction on N. First suppose N = 1. Then our polynomial is of the form
UX)=cuXM+ ..+ X +e € K,[X],

and U has at most M integer roots. Hence there must exist z € Z such that U(z) # 0 and |z < [2] + 1.
Now suppose the theorem has been proved for all polynomials in k variables for any 1 < k < N. Notice that
for each 1 <i < N, degy, (U) < deg(U) = M, where degy, (U) is the degree of U in the variable X;.

There must exist g € Z¥~! such that U(q, Xx) is not identically 0. Indeed, suppose it is not so. Then U
vanishes on all of Z", which by continuity implies that U is identically 0.

Since U(q, Xx) is a polynomial in one variable, by the base of induction there exists ¢nx € Z such that
U(g,qn) # 0 and |gn| < [2] + 1. Let

P(Xla "'aXN—l) = U(Xh "'7XN—17QN)7

then P is not identically 0, and deg(P) < M. By induction hypothesis, there exists € ZV~! such that
P(x) #0 and |x| < [%} +1. Then (x,qn) € ZN, U(x,qn) = P(x) # 0, and |(x, gn)| < [%] +1.0

Corollary 3.2. Let the notation and assumptions be as in Theorem 3.1. Then there exists x € OF such

that U(x) £ 0 and H(z) < hx) < [“4D] +1= [¥] +1.

Proof. The point  obtained in Theorem 3.1 is in Z¥ C O¥, and so

h(z) < [ [ max{1,|@|,} = ][ max{1, &}/ = |z|.

v|oo v|oo
The result follows.

Considering the special case when U(X) = Hi\il L;(X) is decomposable into a product of M linear forms

Ly, ...,Ly, we conclude that there exists a point & € K% at which none of the linear forms vanish and

§4. Proof of Theorem 1.1. Let M and N be positive integers. Let F' be a quadratic form in N 4 1
variables with coefficients in a number field K of degree d, as above. Let L1, ..., Lys be linear forms in N + 1
variables with coefficients in K.

Theorem 4.1. Suppose there exists a point t € KN+ such that F(t) = 0, and L;(t) # 0 for each1 <i < M.
Then there exists u € KNt such that F(u) =0, L;(u) # 0 for each 1 <i < M, and

M
H(u) < h(u) < By (N, M)H(F) " M =D02) TT M3 o7,
=1

where
(M) M; = min{H(F)l/Q,H(Li)N},

and the constant By (N, M) is as in (1.6).
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Proof. We will actually prove a slightly stronger upper bound:

M
(*) h(u) < Br(N,M)H(F)"2 D204, [Tz,

i=2
We argue by induction on M. If M = 1, then Theorem 4.1 follows from Theorem 2.5. So suppose M > 2,
and that theorem has been proved for any subset of L1, ..., Ly of k linear forms, where 1 < k < M —1. Then
there exist points @,y € KN *! such that F(x) = F(y) =0, Li(z) # 0 for every 1 <i < M —1, Ly (y) # 0,
and

M-1

(4.1) h(x) < B (N, M — 1) H(F) 3 02002 ) TT M2,
=2
(4.2) h(y) < 18(N + 1)2Ag (N)H(F)N+D/2 0,

Notice that if b < a are positive integers, we interpret Hf:a as 1. If Ly(x) # 0 or L;(y) # 0 for all
1 <i< M —1, then we are done. So assume it is not so. Then there exists a k, such that 1 < k < M —1
and by reordering the linear forms if necessary we have

(1) Li(x) #£0, Li(y) #0, for all 1 <i <k,

(2) Li(x) #0, Ly(y) =0, forall k <i < M —1,

(3) Lm(x) =0, Ly(y) #0.
Notice that for every k < i < M, L;(x 4+ y) # 0. In fact, there exists a positive integer 5 such that for all
1<i< M,

Li(z £+ By) # 0,

for the same choice of . For this, 8 needs to be such that for the same choice of + none of the linear

equations in §
Li(x) £ BLi(y) =0, 1<i<k<M -2,

are true. There are at most M — 2 such equations, and since we can also choose 4, there exists such a (3 so
that

(4.3) 1§6§[

Define
for this choice of + and (.
Case 1. Suppose F(x,y) = 0. Then
F(u) = F(z) + §*F(y) + 26F (z,y) = 0,

and
Li(w) #£0, V1<i<M.

Combining (1.1) and (4.3) we obtain

(1.4 ) < (54 Dh(any) < (2572 hwnta)
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Case 2. Suppose F(z,y) # 0. By Corollary 3.2, there exists w € KN*! such that L;(w) # 0 for each

1<i< M and
M+ 2
(4.5) hw) < ; .
If F(w) = 0, we are done. Assume it is not so. Let 3 be a positive integer, and define
u=F(y+pw)zr - 2F(z,y + fw)(y + fw).

Notice that F'(u) = 0. We want to choose £4 in such a way that the following is true:

(1) F(y + pw) = B(BF(w) £ 2F(y, w)) # 0,

(2) F(mvyiﬂw) - F(may) :i:ﬂF(a:,w) # 0,

(3) Li(u) = F(y £ fw)L;(x) — 2F(x,y + fw)(L;(y) £ BL;(w)) # 0, for each 1 <i < M.
It is not difficult to see that (1), (2), (3) amount to a total of 2 linear and M quadratic expressions in f.
Selecting + appropriately we see that there exists a positive integer 8 such that (1), (2), (3) are satisfied,
and

(4.6) B<M+2.

By the same argument as in §2, we can assume without loss of generality that fog = 1. Then, for this choice
of £, Lemma 2.3, (1.1), (4.5), and (4.6) imply that

(4.7) h(w) < 3(N 4+ 1)2H(F)h(x)h(y + pw)?
<3V 02+ 17 (M52) Hm@)n)?
< g(N +1)2(M + 2)(M + 3)2H(F)h(x)h(y)>.

Combining (4.2), (4.4), and (4.7), we have proved that there exists u € KV *! such that F(u) =0, L;(u) #0
for each 1 <i < M, and

(4.8) h(w) < 486(N + 1)° A (N)2(M + 2)(M + 3)*H(F)N T2 M3, h(z).

This proves (*). Notice that the ordering of linear forms was arbitrary, so assume that M; = maxi<;<p M.
Then M > M}/M...MMM, and so

M M .
(4.9) My [ M2 <M.
=2 i=1

The theorem follows by combining (4.8) with (4.1) and (4.9). O

To derive Theorem 1.1, notice that for each 1 < i < M, the following inequalities hold:
M; < H(F)'?, M < HL)N, M < H(F)'H(L)V?.
Combining these with the inequality of Theorem 4.1 produces (1.3), (1.4), and (1.5) respectively.

Remark. Let u be the point of Theorem 1.1. Since H,(u) = 1 for all but finitely many places of K,
the Strong Approximation Theorem guarantees the existence of 0 # o € K such that au € O%H, and of
course H(au) = H(u). From this, it is also an easy exercise to produce an upper bound on H.(ou) =
[1,joc Ho(cu). The exponents in the upper bound turn out to be the same as in Theorem 1.1, and the
constant is only slightly larger.
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