COMPLEX SYMMETRIC OPERATORS AND APPLICATIONS

STEPHAN RAMON GARCIA AND MIHAI PUTINAR

Abstract. We study a few classes of Hilbert space operators whose matrix representations are complex symmetric with respect to a preferred orthonormal basis. The existence of this additional symmetry has notable implications and, in particular, it explains from a unifying point of view some classical results. We explore applications of this symmetry to Jordan canonical models, self-adjoint extensions of symmetric operators, rank-one unitary perturbations of the compressed shift, Darlington synthesis and matrix-valued inner functions, and free bounded analytic interpolation in the disk.

1. Introduction

The simultaneous diagonalization and spectral analysis of two Hermitian forms goes back to the origins of Hilbert space theory and, in particular, to the spectral theorem for self-adjoint operators. Even today the language of forms is often used when dealing with unbounded operators (see [31, 43]). The similar theory for a Hermitian and a nondefinite sesquilinear form was motivated by the Hamiltonian mechanics of strings or continuous media models; from a mathematical point of view this theory leads to Hilbert spaces with a complex linear $J$-involution and the associated theory of $J$-unitary and $J$-contractive operators (see for instance [19, 31, 41]). Less studied, but not less important, is the simultaneous analysis of a pair consisting of a Hermitian form and a bilinear form; this framework has appeared quite early in function theory ([9, 48, 51]), functional analysis ([37]), and elasticity theory ([17]). Some of the main results in this direction were estimates derived from variational principles for eigenvalues of symmetric matrices (such as Grunsky’s or Friedrichs’ inequalities).

The present note was motivated by the observation that all scalar (Jordan) models in operator theory are complex symmetric with respect to a well-chosen orthonormal basis; cf. [8, 39]. Put into the context of a pair of a Hermitian and a bilinear form, this remark reveals an extra symmetry of these model operators, shared rather surprisingly by quite a few other basic classes of operators such as normal, Hankel, compressed Toeplitz, and some Volterra operators. It is no accident that exactly this symmetry appears in one of Siegel’s matrix realizations of Cartan domains [49].
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Technically speaking, we consider a complex Hilbert space $H$ and an antilinear, isometric involution $C$ on it. A bounded linear operator $T$ is called $C$-symmetric if $CT = T^*C$. This is equivalent to the symmetry of $T$ with respect to the bilinear form $[f, g] = (f, Cg)$. It is easy to show that there exists an orthonormal basis $(e_i)_{i \in I}$ of $H$ which is left invariant by $C$: $Ce_i = e_i$. With respect to the basis $(e_i)_{i \in I}$, $C$-symmetry is simply complex symmetry of the associated matrix. Already at this general level the symmetry $CT = T^*C$ has strong effects on the spectral picture of $T$; for instance, the generalized eigenspaces $\text{Ker}(T - \lambda)^p$ and $\text{Ker}(T^* - \overline{\lambda})^p$ are antilinearly isometrically isomorphic via $C$. Thus a Fredholm $C$-symmetric operator has zero index.

The examples of $C$-symmetric operators are numerous and quite diverse. Besides the expected normal operators, certain Volterra and Toeplitz operators are $C$-symmetric. For example, consider a finite Toeplitz matrix with complex entries:

$$
\begin{bmatrix}
  a_0 & a_1 & \ldots & a_n \\
  a_{-1} & a_0 & \ldots & a_{n-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{-n} & a_{-n+1} & \ldots & a_0
\end{bmatrix}
$$

The symmetry with respect to the second diagonal leaves this matrix invariant, and this is exactly the $C$-symmetry noticed and exploited long ago by Schur and Takagi [51]. At the level of functional models, the symmetry

$$
f \mapsto Cf := f\varphi
$$

maps the standard model space $\mathcal{H}_\varphi = H^2 \ominus \varphi H^2$ onto itself and makes the compression of the unilateral shift a $C$-symmetric operator. Above $H^2$ is the Hardy space of the disk and $\varphi$ is a nonconstant inner function.

The applications of $C$-symmetry we discuss in this article can be grouped into the following categories: extension and dilation results, rank one perturbations of Jordan operators, matrix-valued inner functions and free interpolation theory in the disk.

The first three of these subjects are interconnected by a simple matrix completion observation. Namely, every $C$-symmetric operator admits $C$-symmetric extensions and dilations. At the level of real symmetric operators and their self-adjoint extensions this remark goes back to von Neumann [37], and also explicitly appears in the computations of M.G. Krein [28]. The same phenomenon is present in Clark’s unitary perturbations of Jordan operators, or in the study of real Volterra operators pursued by the Ukrainian school, [27] and also [7, 24, 25, 36]. It was this last group of researchers who investigated for the first time $C$-symmetries of various linear systems appearing in mathematical physics or engineering. At the abstract level, we observe that every $C$-symmetric contraction has a $C$-symmetric Sz.-Nagy unitary dilation.

We also examine the canonical model spaces $\mathcal{H}_\varphi$ and the compressed Toeplitz operators carried by them from the viewpoint of $C$-symmetry. In particular, we show how to use Clark’s theory [11] to produce complex symmetric matrix realizations for Jordan operators. Also $C$-symmetry turns out to be fundamental in understanding the structure of inner $2 \times 2$ matrix-valued functions in the disk. This
subject is related to Darlington’s synthesis problem in systems theory, and our approach offers a concrete parametrization of all solutions to the scalar Darlington problem.

A different theme, touched upon in Section 7, is the classical free interpolation problem in the unit disk. For an interpolating Blaschke product $\varphi$ and the associated involution $C$ on the model space $\mathcal{H}_\varphi$, we show the identity between a Fourier type orthogonal decomposition with respect to the bilinear form $\langle \cdot, \cdot \rangle := \langle \cdot, C \cdot \rangle$:

$$f = \sum_{n=1}^{\infty} \frac{[f,e_n]}{[e_n,e_n]} e_n$$

for $f$ in $\mathcal{H}_\varphi$ and the standard division and interpolation results. The novelty in the above representation formula is the orthogonality of its terms with respect to the new bilinear form.

The last section contains a couple of simple examples of quotients of Hilbert spaces of analytic functions defined on domains of $\mathbb{C}^n$. They illustrate the possible complications arising from the generalization of the complex symmetry of Jordan operators to several complex variables.

The present paper consists of a blend of a few distinct bodies: elementary observations and examples, new proofs to old results, new interpretations of classical results, hints to other predictable applications and some original facts. We have the feeling that complex symmetric matrices have not exhausted their surprising ramifications.

The bibliography at the end of the article contains, besides the needed references for the technical proofs, a few sources of old and new ideas exploiting the extra complex symmetry of various classes of linear operators. We have not aimed at completeness and we apologize for omissions or inaccuracies.

2. $C$-symmetries

2.1. Preliminaries. Let $\mathcal{H}$ denote a separable Hilbert space and $C$ an isometric antilinear involution of $\mathcal{H}$. By isometric we mean that $\langle f, g \rangle = \langle Cg, Cf \rangle$ for all $f, g$ belonging to $\mathcal{H}$.

A typical example of a symmetry $C$ as above is the complex conjugation of functions belonging to a Sobolev space of a domain in $\mathbb{R}^n$. Another example is the term by term complex conjugation $C(z_0, z_1, z_2, \ldots) = (\bar{z}_0, \bar{z}_1, \bar{z}_2, \ldots)$ of a vector in $l^2(\mathbb{N})$. As proved below, this example is typical.

**Lemma 1.** If $C$ is an isometric antilinear involution on the Hilbert space $\mathcal{H}$, then there exists an orthonormal basis $e_n$ such that $e_n = Ce_n$ for all $n$. Each $h$ in $\mathcal{H}$ can be written uniquely in the form $h_1 + ih_2$ where $h_1 = Ch_1$ and $h_2 = Ch_2$. Moreover, $\|h\|^2 = \|h_1\|^2 + \|h_2\|^2$.

**Proof.** Let $e_n$ be an orthonormal basis for the real Hilbert subspace $(I + C)\mathcal{H}$ of $\mathcal{H}$. Hence every vector in $(I + C)\mathcal{H}$ is of the form $\sum_{n=0}^{\infty} a_n e_n$ where $a_n$ is a square-summable sequence of real numbers. Noting the decomposition

\begin{equation}
\begin{align*}
h &= \frac{1}{2}(I + C)h + i\frac{1}{2}(I - C)h \\
&= \frac{1}{2}(I + C)h + i\frac{1}{2}(I + C)(-ih)
\end{align*}
\end{equation}
we see that every $h$ in $\mathcal{H}$ lies in the complex linear span of $(I + C)\mathcal{H}$ and hence $e_n$ is an orthonormal basis for $\mathcal{H}$. The remainder of the proposition follows immediately from (1) and a straightforward computation using the isometric property of $C$. □

As a consequence of the preceding proposition, we will sometimes refer to $C$ as a conjugation operator. Although the existence of a self-conjugate basis or $C$-real basis is guaranteed by Lemma 1, it is sometimes difficult to explicitly describe one. Nevertheless, there are certain circumstances (see for instance Section 6) when such an explicit computation is possible and indeed fruitful.

**Example 1.** Consider the typical nontrivial invariant subspace for the backward shift operator on the classical Hardy space $H^2$. It is well known (see [10] for example) that the proper, nontrivial invariant subspaces for the backward shift operator are precisely the subspaces

$$(2) \quad \mathcal{H}_\varphi := H^2 \ominus \varphi H^2$$

where $\varphi$ is a nonconstant inner function. Since

$$\langle f z \varphi, z h \rangle = \langle \varphi h, f \rangle = 0$$

and

$$\langle f z \varphi, \varphi h \rangle = \langle z h, f \rangle = 0$$

for each $f$ in $\mathcal{H}_\varphi$ and $h$ in $H^2$, we see that

$$(3) \quad Cf := \overline{f z \varphi}$$

defines a conjugation operator on $\mathcal{H}_\varphi$. In particular, we see that $\overline{f z \varphi}$, despite its appearance, is the boundary function for an $H^2$ function.

Even at this basic level, $C$-symmetry is a powerful concept. The decomposition (1) yields an explicit function-theoretic characterization of $H_\varphi$ [21] and hence of functions which are pseudocontinuable of bounded type (see [14, 46]). By Lemma 1, it suffices to classify self-conjugate functions. Suppose that $\zeta$ is a point on $\partial \mathbb{D}$ such that $\varphi$ has a nontangential limiting value at $\zeta$ of unit modulus and $C$ is a unimodular constant satisfying $c^2 = \overline{\varphi}(\zeta)$. By (3), a self-conjugate function $f$ satisfies $f = \overline{f z \varphi}$ a.e on $\partial \mathbb{D}$ and hence $f(z) = cr(z)K_\zeta(z)$ where

$$K_\zeta(z) = \frac{1 - \overline{\varphi(\zeta)}r(z)}{1 - \overline{\zeta}z}$$

and $r(z)$ is a function in the Smirnov class $N^+$ whose boundary values are real a.e. on $\partial \mathbb{D}$. Such functions are described explicitly in [20, 23, 34].

We remark that some of this can be generalized to the de Branges-Rovnyak setting, although we do not pursue that course in detail here. If $b$ is an extreme point of the unit ball of $H^\infty$ (that is, if log$(1 - |b(e^{it})|)$ is not integrable [15 Thm. 7.9]) and $\mu_b$ is the measure on $\partial \mathbb{D}$ whose Poisson integral is the real part of $(1 + b)/(1 - b)$, then one can define a conjugation operator on the associated de Branges-Rovnyak space $H(b)$ that naturally corresponds to complex conjugation in $L^2(\mu_b)$ [55 Sect. 9].

**Example 2.** Consider a bounded, positive continuous weight $\rho$ on the interval $[-1, 1]$, symmetric with respect to the midpoint of the interval: $\rho(t) = \rho(-t)$ for
Let $P_n$ be the associated orthogonal polynomials, normalized by the conditions

$$
\int_{-1}^{1} P_n(t)^2 \rho(t) dt = 1, \quad \lim_{x \to \infty} P_n(x)/x^n = 1.
$$

Due to their uniqueness, these polynomials have real coefficients and satisfy

$$
P_n(-t) = (-1)^n P_n(t)
$$

for all $t$. Thus,

$$
e_n(t) = i^n P_n(t)
$$

for $n \geq 0$ is a $C$-real basis for $L^2([-1,1], \rho dt)$ with respect to the symmetry $Cf(t) := \overline{f(-t)}$.

### 2.2. Reproducing kernels.

Let us assume now that $H$ is a reproducing kernel Hilbert space (of scalar-valued functions) on a space $X$. If $H$ is endowed with an isometric conjugation operator $C$, then

$$
Cf(w) = \langle Cf, K_w \rangle = \langle CK_w, f \rangle
$$

for $f$ in $H$. Therefore the conjugate kernel $Q_w := CK_w$ reproduces the values of $Cf(w)$ via the formula $Cf(w) = \langle Q_w, f \rangle$. This is to be expected, since $f \mapsto Cf(w)$ is a bounded antilinear functional on $H$.

While the reproducing kernel is antisymmetric ($K_w(z) = \overline{K_z(w)}$ for all $z, w$ in $X$), the conjugate kernel $Q_w$ is symmetric in $z$ and $w$:

$$
Q_w(z) = \langle CK_w, K_z \rangle = \langle CK_z, K_w \rangle = Q_z(w).
$$

Indeed, if $e_n$ is a $C$-real basis, then

$$
Q_w(z) = \sum_{n=1}^{\infty} e_n(z) e_n(w)
$$

for all $z, w$ in $X$. This follows from the well-known formula

$$
K_w(z) = \sum_{n=1}^{\infty} \overline{e_n(z)} e_n(w)
$$

which holds for any orthonormal basis $e_n$.

**Example 3.** Let us return to the subspace $H_{\varphi}$ and the conjugation operator $C$ of Example 1. The reproducing kernel of $H_{\varphi}$ is

$$
K_w(z) = \frac{1 - \varphi(w)\varphi(z)}{1 - \overline{w}z}
$$

where $z, w$ belong to the unit disk $\mathbb{D}$. The corresponding conjugate kernel is

$$
Q_w(z) = \frac{\varphi(z) - \varphi(w)}{z - w}.
$$

We will refer to these two functions often in the following pages.
2.3. **The bilinear form** \([\cdot , \cdot ]\). Each conjugation operator \(C\) is equivalent, via the Riesz representation theorem, to a symmetric bilinear form

\[
[f, g] := \langle f, Cg \rangle
\]

defined for \(f, g\) in \(\mathcal{H}\). This form is nondegenerate and isometric, in the sense that

\[
\sup_{\|g\|=1} \|[f, g]\| = \|f\|
\]

for all \(f\) in \(\mathcal{H}\). Conversely, if a nondegenerate, bilinear, symmetric, and isometric form \([\cdot , \cdot ]\) is given, then there exists an isometric antilinear operator \(C\) on \(\mathcal{H}\) satisfying (6). Since \(\|Cf\| = \|f\|\), we infer that

\[
\langle f, f \rangle = \langle Cf, Cf \rangle = [f, f] = \langle f, C^2f \rangle,
\]

hence \(C^2 = I\) and \(C\) is a conjugation operator.

3. **C-symmetric operators**

3.1. **Basic properties.** The main object of study in this article is a linear (usually bounded) operator \(T\) acting on a separable, complex Hilbert space \(\mathcal{H}\) and satisfying

\[
CT = T^*C,
\]

where \(C\) is a conjugation operator on \(\mathcal{H}\). We say then that \(T\) is \(C\)-symmetric and refer to \((\mathcal{H}, T, C)\) as a **C-symmetric triple**.

For a fixed \(C\), we consider the set

\[
C^o := \{T \in B(\mathcal{H}) : CT = T^*C\}
\]

of all \(C\)-symmetric operators. Clearly, \(C^o\) is a \(*\)-closed linear manifold in \(B(\mathcal{H})\) containing the identity. It is a small exercise to check that \(C^o\) is closed in the norm, weak operator, and strong operator topologies and that the adjoint is continuous on \(C^o\) with respect to all three topologies.

The next proposition contains a few remarks based on the definition of \(C\)-symmetry. The proofs are simple and left to the reader.

**Proposition 1.** Let \((\mathcal{H}, T, C)\) be a \(C\)-symmetric triple. Then:

1. \(T\) is left invertible if and only if \(T\) is right invertible. If \(T^{-1}\) exists, then \(T^{-1}\) is also \(C\)-symmetric.

2. \(\text{Ker} T\) is trivial if and only if \(\text{Ran} T\) is dense in \(\mathcal{H}\).

3. If \(T\) is Fredholm, then \(\text{ind} T = 0\).

4. \(p(T)\) is \(C\)-symmetric for any polynomial \(p(z)\).

5. For each \(\lambda\) and \(n \geq 0\), the map \(C\) establishes an antilinear isometric isomorphism between \(\text{Ker}(T - \lambda I)^n\) and \(\text{Ker}(T^* - \overline{\lambda} I)^n\).

The preceding proposition has several immediate spectral consequences. The last statement implies that the point spectra of \(T\) and \(T^*\) correspond under complex conjugation. Since \(C\) is isometric, the same correspondence holds for the approximate point spectra of \(T\) and \(T^*\), as well as other spectral structures.

We first examine a few examples of \(C\)-symmetric matrices. We will later examine more sophisticated examples of \(C\)-symmetric operators and then the present finite-rank examples will be instructive.
Example 4. One of the simplest, and perhaps most important, families of $C$-symmetric operators are the finite Jordan blocks. Let $\lambda$ be a complex number and consider the Jordan block $J_n(\lambda)$ of order $n$ corresponding to $\lambda$. In other words, 

$$J_n(\lambda) := \left( \begin{array}{cccc}
\lambda & 1 \\
\lambda & 1 \\
\lambda & & \ddots \\
\lambda & & & 1
\end{array} \right).$$

If $C_n$ denotes the isometric antilinear operator

$$C_n(z_1, z_2, \ldots , z_n) := (\overline{z}_n, \ldots , \overline{z}_2, \overline{z}_1)$$

on $\mathbb{C}^n$, then one readily computes that $(\mathbb{C}^n, J_n(\lambda), C_n)$ is a $C_n$-symmetric triple for any $\lambda$. In particular, the operators $J_n(\lambda)$ for $\lambda \in \mathbb{C}$ are simultaneously $C_n$-symmetric. Since a direct sum of finite rank Jordan blocks is clearly $C_n$-symmetric, any operator on a finite dimensional space is similar to a $C_n$-symmetric operator (see also [18, 30]).

The proper notion of equivalence for $C$-symmetric operators, or more appropriately $C$-symmetric triples, is unitary equivalence. Given a $C$-symmetric triple $(\mathcal{H}_1, T_1, C_1)$ and a unitary operator $U : \mathcal{H}_1 \rightarrow \mathcal{H}_2$, we obtain a new $C$-symmetric triple $(\mathcal{H}_2, T_2, C_2)$ where $T_2 = UT_1 U^*$ and $C_2 = UC_1 U^*$. Indeed, since $C_1 T_1 = T_1^* C_1$, we see that

$$C_2 T_2 = (UC_1 U^*)(UT_1 U^*) = (UT_1^* U^*)(UC_1 U^*) = T_2^* C_2.$$

We say that two triples $(\mathcal{H}_1, T_1, C_1)$ and $(\mathcal{H}_2, T_2, C_2)$ are equivalent if there exists a unitary operator $U : \mathcal{H}_1 \rightarrow \mathcal{H}_2$ such that $T_2 = UT_1 U^*$ and $C_2 = UT_1 U^*$. This is clearly an equivalence relation.

Example 5. For any complex number $a$ the matrix

$$T = \begin{pmatrix}
1 & a \\
0 & 0
\end{pmatrix}$$

defines a $C$-symmetric operator on $\mathbb{C}^2$. By performing a unitary change of coordinates, we may assume that $a$ is real. Since $C$ must map the one-dimensional eigenspaces of $T$ corresponding to the eigenvalues 0 and 1 onto the corresponding eigenspaces of $T^*$, one can readily verify that $(\mathbb{C}^2, T, C)$ is a $C$-symmetric triple where

$$C \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{1+a^2}} & \frac{a}{\sqrt{1+a^2}} \\
\frac{a}{\sqrt{1+a^2}} & -\frac{1}{\sqrt{1+a^2}}
\end{pmatrix} \begin{pmatrix} \overline{z}_1 \\ \overline{z}_2 \end{pmatrix}.$$
Example 7. The preceding example indicates that we must look to $3 \times 3$ matrices to find the simplest operators that are not $C$-symmetric. The matrix

$$T = \begin{pmatrix} 1 & a & 0 \\ 0 & 0 & b \\ 0 & 0 & 1 \end{pmatrix}$$

is $C$-symmetric if and only if $|a| = |b|$. If $|a| = |b|$, then $T$ is unitarily equivalent to

$$\begin{pmatrix} 1 & a & 0 \\ 0 & 0 & a \\ 0 & 0 & 1 \end{pmatrix}$$

which is $C$-symmetric with respect to $C(z_1, z_2, z_3) = (\overline{z_3}, \overline{z_2}, \overline{z_1})$.

Now suppose that $|a| \neq |b|$ and observe that $T$ has eigenvalues 0, 1, 1 but does not have two linearly independent eigenvectors corresponding to the eigenvalue 1. To see that $T$ is not $C$-symmetric, note that

$$|\langle e_0, e_1 \rangle| \neq |\langle f_1, f_0 \rangle|$$

whenever $e_0, e_1$ and $f_0, f_1$ are unit eigenvectors (corresponding to the eigenvalues 0 and 1, respectively) for $T$ and $T^*$, respectively. Take, for instance,

$$e_0 = \begin{pmatrix} -\frac{a}{s} \\ \frac{1}{s} \\ 0 \end{pmatrix}, \quad e_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad f_0 = \begin{pmatrix} 0 \\ \frac{t}{s} \\ -\frac{1}{s} \end{pmatrix}, \quad f_1 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix},$$

where $s = \sqrt{1 + |a|^2}$ and $t = \sqrt{1 + |b|^2}$.

The preceding example shows that not all finite rank operators are $C$-symmetric. A geometric explanation lies in the fact that the angles between the eigenspaces of a $C$-symmetric operator $T$ must coincide (via $C$) with the complex conjugates of the corresponding angles between the eigenspaces of $T^*$. This does not occur for general finite rank $T$.

3.2. Complex symmetric matrices. We can characterize $C$-symmetric operators in terms of certain matrix representations. Let $(\mathcal{H}, T, C)$ be a $C$-symmetric triple and let $e_n$ be the orthonormal basis for $\mathcal{H}$ provided by Lemma 1. With respect to the basis $e_n$, the matrix associated to $T$ is complex symmetric: $\langle Te_n, e_m \rangle = \langle Te_m, e_n \rangle$ for all $n, m$. Indeed, this follows from a straightforward computation based on the equation $CT = T^*C$ and the isometric property of $C$:

$$\langle Te_n, e_m \rangle = \langle Ce_m, CT e_n \rangle = \langle e_m, T^* Ce_n \rangle = \langle Te_m, Ce_n \rangle = \langle Te_m, e_n \rangle.$$

Thus we have proved the following proposition.

Proposition 2. Let $T$ be a bounded linear operator on a Hilbert space $\mathcal{H}$. The following conditions are equivalent:

1. $T$ is $C$-symmetric for an isometric antilinear involution $C$.
2. There exists an isometric, symmetric bilinear form $[f, g]$ on $\mathcal{H}$ with respect to which $T$ is symmetric.
3. There exists an orthonormal basis of $\mathcal{H}$ with respect to which $T$ has a symmetric matrix representation.
Before proceeding to our next example, we briefly remark that the set $C^\circ$ defined by (7) is not closed under multiplication except in the trivial case where $\mathcal{H}$ and $C$ are simultaneously unitarily equivalent to $\mathbb{C}$ and complex conjugation, respectively. Indeed, it is easy to find complex symmetric $2 \times 2$ matrices whose product is not complex symmetric.

**Example 8.** Hankel operators are $C$-symmetric operators since every Hankel matrix is complex symmetric. For instance, the Carleman operator

$$(\Gamma f)(x) = \int_0^\infty \frac{f(y)}{x + y} dy$$

on $L^2(0, \infty)$ is $C$-symmetric since it can be represented as a Hankel matrix with respect to a certain orthonormal basis [40, p. 55].

**Example 9.** As a simple example, consider the Jordan block $J := J_3(\lambda)$ of order $3$ acting on $\mathbb{C}^3$. That is,

$$J = \begin{pmatrix} \lambda & 1 & 0 \\ 0 & \lambda & 1 \\ 0 & 0 & \lambda \end{pmatrix}.$$ 

The vectors $e_1 = \frac{1}{\sqrt{2}}(1, 0, 1)$, $e_2 = \frac{1}{\sqrt{2}}(i, 0, -i)$, and $e_3 = (0, 1, 0)$ are orthonormal and self-conjugate with respect to the symmetry

$$C(z_1, z_2, z_3) := (\overline{z_3}, \overline{z_2}, \overline{z_1}).$$

The matrix for $J$ with respect to the basis $\{e_1, e_2, e_3\}$ is the matrix

$$\begin{pmatrix} \lambda & 0 & \frac{1}{\sqrt{2}} \\ 0 & \lambda & \frac{-i}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{-i}{\sqrt{2}} & \lambda \end{pmatrix}$$

which is complex symmetric, as expected. Similar results hold of course for Jordan blocks of higher order.

**Example 10.** A Toeplitz matrix of finite order $n$ defines a $C$-symmetric operator on $\mathbb{C}^n$. Indeed we have $C_nT = T^*C_n$ where $C_n$ denotes the involution (8) on $\mathbb{C}^n$. Toeplitz operators on $H^2$ are in general not $C$-symmetric, although their compressions to coinvariant subspaces for the unilateral shift are (Subsection 4.4).

One of the oldest and most important results about complex symmetric matrices is the following theorem (originating in the work of Takagi [51] and reproved in different contexts at least by Schur, Hua, Siegel and Jacobson; see the comments in [30]). The infinite dimensional proof below is a simple adaptation of Siegel’s proof, [49, Lemma 1].

**Theorem 1** (Takagi Factorization). Let $T = T^t$ be a symmetric matrix representation of a $C$-symmetric operator. There exists a unitary matrix $U$ and a normal and symmetric matrix $N$ (with respect to the same basis), such that

$$T = UNU^t.$$ 

**Proof.** Note that $TT^* = TT^t$ is a self-adjoint matrix, therefore there exists a unitary $U$ and a real symmetric matrix $S$ such that $T^*U = USU^*$. Then note that $TT = U^tSU^t$ and that the matrix $N = U^tT^tU$ is normal ($NN^* = N^*N = S$) and symmetric ($N = N^t$). Thus $T = UNU^t$ as stated. In the case of finite matrices,
N can be further diagonalized by a real orthogonal matrix $O$: $N = ODO^\dagger$; see [30]. □

In a similar spirit, we have the following theorem:

**Theorem 2.** If $T$ is a $C$-symmetric operator, then the antilinear operator $CT$ commutes with the spectral measure of $T^*T$. In other words, if $E = E_{T^*T}$ denotes the spectral measure of $T^*T$, then

$$CTE(\sigma) = E(\sigma)CT$$

for every Borel subset $\sigma$ of $[0, \infty)$. □

**Proof.** $CT$ commutes with $T^*T$ since $(CT)^2 = T^*T$. Thus $CT$ commutes with $p(T^*T)$ for any polynomial $p(x)$ with real coefficients and hence with each $E(\sigma)$. □

Equivalently, one can also say that the antilinear operator $TC$ commutes with the spectral measure of $TT^*$.

### 3.3. Remarks.

**a.** Aiming at a general model for $C$-symmetric operators $T$, we remark that in this case both $\text{Re} T$ and $\text{Im} T$ belong to $C^\circ$ and that there is no a priori relation between $\text{Re} T$ and $\text{Im} T$. Thus, the standard process of diagonalizing $\text{Re} T$ on a direct integral of Hilbert spaces and representing $\text{Im} T$ there as an integral operator gives little insight into the structure of $T$.

**b.** Theorem 2 suggests that a functional model of $T \in C^\circ$ based on the diagonalization of $T^*T$ is within reach. To be more specific, consider a direct integral decomposition of $T^*T = M_x$, on which this operator is represented by the multiplication by the real variable $x$. This representation carries its own natural symmetry, $Sf(x) = f(x)$, which commutes with $M_x$ and even with the spectral measure $E$ of this operator. Using Theorem 2 we see that the complex linear operator $CTS$ satisfies

$$CTSE(\sigma) = E(\sigma)CTS$$

for any Borel subset $\sigma$ of $[0, \infty)$. Moreover, $CTS$ belongs to the commutant of $T^*T$ and there exists a fibre preserving, operator-valued, essentially bounded function $h(x)$ such that

$$[CTSf](x) = h(x)f(x).$$

Furthermore, $h(x)$ satisfies $h(x)\ast h(x) = xI$ almost everywhere. This yields the following description of $T$:

$$Tf(x) = C[hT](x).$$

The structure of the symmetry $C$, on the direct integral representation of the underlying Hilbert space, remains rather abstract. We will give one example below (see Section 4.3) where the computations on this model become explicit.

We plan to resume this subject in a separate article.
c. The set $C^\circ$ is relevant for Siegel’s analogue of the homogeneous, hyperbolic geometry of the planar unit disk or upper half-plane. More specifically,

$$\mathbf{B}(C) = \{ T \in C^\circ : \| T \| < 1 \}$$

is Siegel’s correspondent of the unit ball, and

$$\mathbf{H}(C) = \{ T \in C^\circ : \text{Im} T > 0 \}$$

of the upper half-plane; see [49] or [33].

The connection between the homogeneous complex structure of $\mathbf{H}(C)$ and similar matrix realizations of symmetric domains and operator theory was long ago established and exploited by Potapov, Krein, Livsic and their followers; see for instance [27, 28, 41]. Within our framework we mention only that a self-adjoint $C$-symmetric operator $A$ (bounded or not) has a resolvent $R(z) = (A - z)^{-1}$ defined in the upper half-plane, and with values in $\mathbf{H}(C)$:

$$C(A - z)^{-1} = (A - z)^{-1}C,$$

and

$$\frac{1}{2i}[(A - \overline{\tau})^{-1} - (A - z)^{-1}] = (A - \overline{\tau})^{-1} \frac{z - \overline{z}}{2i} (A - z)^{-1} > 0, \quad \text{Im} z > 0.$$ 

The homogeneous structure of $\mathbf{H}(C)$ can lead, as in the cases studied by the above authors, to canonical representations of such resolvent functions. We do not follow this direction here.

4. **Concrete $C$-symmetric operators**

The aim of this section is to provide a series of (quite distinct) examples of $C$-symmetric operators.

4.1. **Normal operators.** The building blocks (that is orthogonal summands) of any normal operator are the multiplication operators $M_z$ on a Lebesgue space $L^2(\mu)$ of a planar, positive Borel measure $\mu$ with compact support. It is clear that complex conjugation $Cf = \overline{f}$ is isometric and that $CM_z = M_z^*C$.

Subnormal operators are not in general $C$-symmetric, due to the fact that they tend to have nonzero Fredholm index on some part of their spectrum (see [53]). For instance, the unilateral shift represented as the multiplication operator $M_z$ on the Hardy space $H^2$ of the disk cannot be $C$-symmetric, as was already clear from Proposition 1. The same conclusion obviously applies to the Bergman shift operator $M_z$ with respect to any bounded planar domain.

4.2. **Finite rank and compact matrices.** Recall that $u \otimes v$ denotes the rank-one operator $(u \otimes v)f := \langle f, v \rangle u$ and that any rank-one operator on $\mathcal{H}$ has such a representation.

**Lemma 2.** The operator $T = u \otimes v$ satisfies $CT = T^*C$ if and only if $T$ is a constant multiple of $u \otimes Cu$.

**Proof.** Indeed, it is easy to see that $C(u \otimes v) = (Cu \otimes Cv)C$ since

$$C(f, v)u = \langle v, f \rangle Cu = \langle Cf, Cv \rangle Cu$$
for all \( f, u, v \in \mathcal{H} \). Now \((u \otimes v)^* = v \otimes u\) and hence
\[
C(u \otimes v) = (u \otimes v)^* C
\]
if and only if \( v \otimes u = Cu \otimes Cv \). \( \square \)

Passing now to compact operators, it is easy to construct \( C \)-symmetric ones. For instance, if \( u_n \) is a sequence of unit vectors in \( \mathcal{H} \) and \( a_n \) is an absolutely summable sequence of scalars, then the operator
\[
T = \sum_{n=1}^{\infty} a_n (u_n \otimes Cu_n)
\]
is bounded and satisfies \( CT = T^* C \). Under certain circumstances, we can use Theorem 2 to obtain a similar decomposition of a compact \( C \)-symmetric operator. Consider the following example.

**Example 11.** If \( T \) is a compact \( C \)-symmetric operator such that \( TT^* \) is injective and has simple spectrum, then we may write
\[
TT^* = \sum_{n=1}^{\infty} c_n (u_n \otimes u_n),
\]
where the \( c_n \) are distinct positive constants tending to 0 and the vectors \( u_n \) form an orthonormal basis of the underlying Hilbert space. By Theorem 2, the one-dimensional eigenspaces of \( TT^* \) are fixed by the antilinear operator \( TC \) and hence there exist complex constants \( a_n \) such that
\[
TCu_n = a_n u_n, \quad n \geq 1.
\]
Since \( TCTCu_n = TT^* u_n = c_n u_n \), we see that \( |a_n|^2 = c_n \). This yields the decomposition
\[
T = \sum_{n=1}^{\infty} a_n (u_n \otimes Cu_n)
\]
of the operator \( T \). Convergence is assured by the orthonormality of the vectors \( u_n \) and by the fact that the coefficients \( a_n \) tend to 0.

We leave it to the reader to make the appropriate modifications in the case where \( TT^* \) does not have simple spectrum.

It is worth mentioning at this point Hamburger’s example of a compact operator \( K \), with a complete system of root vectors, such that \( K^* \) does not have a complete system of root vectors [29]. Thus, \( K \) cannot be similar to a \( C \)-symmetric operator.

### 4.3. Volterra operators

Consider the simplest Volterra operator
\[
V f(x) = \int_0^x f(t) \, dt
\]
on \( L^2[0,1] \). The involution \( Cf(t) := f(1-t) \) is a conjugation operator and a straightforward computation shows that \( V \) is \( C \)-symmetric.

In a similar way we can treat more general Volterra type operators. More specifically, let \( \mathcal{L} \) be an auxiliary Hilbert space with an antilinear, isometric involution \( J \), and let \( A : [0,1] \to B(\mathcal{L}) \) be an essentially bounded, measurable, operator-valued function, with values in \( J^0 \):
\[
A(t)J = JA(t)^*, \quad t \in [0,1], \ a.e.
\]
On the vector-valued Lebesgue space $H = L^2[0,1] \otimes L^2$ we define the involution
\[(Cf)(t) = J(1-t), \quad f \in H, \quad t \in [0,1].\]

A straightforward computation shows that the Volterra type operator
\[Vf(t) = \int_0^t A(t-s)f(s)ds, \quad f \in H,\]
satisfies the $C$-symmetry relation $CV = V^*C$.

To give a numerical example, on $L^2[0,1]$, we consider the Abel-Liouville potentials:
\[(J_\alpha f)(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}f(s)ds, \quad \alpha > 0.\]

They are simultaneously $C$-symmetric with respect to the symmetry $Cf(t) = f(1-t)$.

Volterra operators $V$ of real type (that is, satisfying $CV = VC$) were extensively studied by the Ukrainian school; see [27]. It is interesting to note that the canonical models for these real operators involve only the pointwise involution $(Cf)(t) = f(1-t)$, but not the argument inversion $(t \mapsto 1-t)$ we had above.

4.4. Compressions of Toeplitz operators. We maintain the notation of Example 1 and freely identity functions in $H^2$ with their boundary values on the unit circle. In particular, recall the definitions of the Hilbert space $H_\varphi$ and conjugation operator $C$, respectively.

For a nonconstant function $u$ belonging to $L^\infty$, the Toeplitz operator with symbol $u$ is the operator on $H^2$ given by
\[T_u f := P(uf)\]
where $P$ denotes the orthogonal projection from $L^2$ onto $H^2$. It is well known that $T_u^* = T_{u^*}$ for each $u$ in $L^\infty$. For a nonconstant inner function $\varphi$, the compression of $T_u$ to $H_\varphi$ is the operator
\[T_u := P_\varphi T_u P_\varphi\]
where $P_\varphi$ denotes the orthogonal projection from $H^2$ onto $H_\varphi$. These operators are simultaneously $C$-symmetric.

**Proposition 3.** If $\varphi$ is a nonconstant inner function, then $(H_\varphi, T_u, C)$ is a $C$-symmetric triple for each $u$ belonging to $L^\infty$.

**Proof.** If $f$ and $g$ belong to $H_\varphi$, then
\[
\langle CT_u f, g \rangle = \langle Cg, T_u f \rangle = \langle Cg, P_\varphi T_u P_\varphi f \rangle = \langle P_\varphi Cg, T_u f \rangle = \langle Cg, P(uf) \rangle = \langle PCg, uf \rangle = \langle g \overline{\varphi}, uf \rangle = \langle \overline{\varphi}, ug \rangle = \langle Cf, ug \rangle = \langle PP_\varphi C f, ug \rangle = \langle P_\varphi C f, T_u g \rangle = \langle C f, P_\varphi T_u P_\varphi g \rangle = \langle C f, T_u g \rangle = \langle T_u^* C f, g \rangle.
\]

Hence $CT_u = T_u^* C$ as desired. \qed
In particular, the compression of the unilateral shift to $H_q$ (known as a standard model operator or Jordan operator) is $C$-symmetric (see also [39] Lemma 9.2). We will examine this operator in more detail in Section 6.

If $h$ belongs to $H^\infty$, then several well-known classical results (see, for instance, [36, 39]) follow from the fact that the compression $T_h$ of the multiplication operator $T_h$ (on $H^2$) is $C$-symmetric. For instance, the correspondence between portions of the spectra of a $C$-symmetric operator and its adjoint discussed after Proposition 1 apply immediately to the operators $T_h$ and $T_h^\ast$ on $H^2$. In general, the spectra of $T_h$ and $T_h^\ast$ are structurally quite different. For example, if $h$ is nonconstant, then $T_h$ has empty point spectrum whereas the point spectrum of $T_h^\ast$ contains $h(\mathbb{D})$.

5. Extensions of $C$-symmetric operators

Compared to the dilation and extension theory in spaces with an indefinite metric (see, for instance, [2]), the analogous results for $C$-symmetric operators are much simpler. We consider in this section only two illustrative situations.

Let $S : D \longrightarrow \mathcal{H}$ be a densely defined, closed graph symmetric operator. Recall von-Neumann’s criterion for the existence of a self-adjoint extension of $S$: If there exists an antilinear involution $C : D \longrightarrow D$ such that $CS = SC$, then the defect numbers of $S$ are equal, hence at least one self-adjoint extension of $S$ exists; see [37] and [43, 45].

The special case of an isometric involution $C$, actually considered by von Neumann ([37], p. 101) is interesting for us, because among all self-adjoint extensions, only part of them turn out to be $C$-symmetric. These operators, and extensions, were called real by von Neumann.

Proposition 4. Let $S : D \longrightarrow \mathcal{H}$ be a closed graph, densely defined symmetric operator and assume that there exists an antilinear, isometric involution $C : \mathcal{H} \longrightarrow \mathcal{H}$ mapping $D$ into itself and satisfying the symmetry relation $SC = CS$. Then the $C$-symmetric self-adjoint extensions $A$ (i.e. $A = CAC$) of $S$ are parametrized by all isometric maps $V : \text{Ker}(S^* - i) \longrightarrow \text{Ker}(S^* + i)$ satisfying $V^*C = CV$.

Proof. Indeed, the involution $C$ maps the defect space $\text{Ker}(S^* - i)$ into $\text{Ker}(S^* + i)$. Let $A$ be a $C$-symmetric self-adjoint extension of $S$ corresponding to the isometry $V : \text{Ker}(S^* - i) \longrightarrow \text{Ker}(S^* + i)$; see for instance [43]. Then the graph of $A$ consists of Graph$(S) \oplus \{(f, VF) : f \in \text{Ker}(S^* - i)\}$, and $Af = if, AVf = -iVF$. Since the domain of $A$ is invariant under $C$ we infer $(CVf, Cf) = (g, Vg)$ for some $g \in \text{Ker}(S^* - i)$. In other words, $V^*C = CV$. \qed

The case of defect indices $(1,1)$ is simple, for any self-adjoint extension of $S$ is $C$-symmetric, due to the observation $C(e^{it}) = e^{-it}C$ for any real parameter $t$. For higher defect indices, however, not all self-adjoint extensions are $C$-symmetric.

We remark that the Ukrainian school (I.M. Glazman in particular) investigated the change acquired in the spectrum of an unbounded $C$-symmetric operator $S$ (i.e. $S \in CS^*C$) when completed to one of its $C$-self-adjoint extensions $\tilde{S}$ (i.e. $S \subset \tilde{S}$ and $\tilde{S} = CS^*C$). Interestingly enough, these observations apply to Sturm-Liouville operators of the form $-u'' + q(x)u$, $u \in L^2(-\infty, \infty)$, where $q(x)$ is a nonreal potential [24] Sect. 23-34.]
We turn now to a \( C\)-symmetric contractive operator \( T \in B(\mathcal{H}) \). The defect spaces of \( T \) are
\[
D_+ = \text{Ran} (I - TT^*)^{1/2}, \quad D_- = \text{Ran} (I - T^*T)^{1/2},
\]
where Ran \( A \) denotes the norm closure of the range of the operator \( A \). If \( CT = T^*C \), then \( CT^*T = TT^*C \) and hence
\[
C(I - T^*T)^{1/2} = (I - TT^*)^{1/2}C.
\]
In particular, this shows that \( C: D_+ \to D_- \) is an isometric antilinear map.

Thus a \( C\)-symmetric contraction must have equal dimensional defect spaces. The Sz.-Nagy minimal unitary dilation \( U \) of \( T \) can be constructed as an infinite matrix (see [16]) as recalled below.

Let \( K = \ldots \oplus D_- \oplus D_- \oplus \mathcal{H} \oplus D_+ \oplus D_+ \ldots \) be a direct sum Hilbert space with \( \mathcal{H} \) on the 0-th position (marked below in bold face characters). Let \( U: K \to K \) be the operator explicitly defined by
\[
U(..., x_{-2}, x_{-1}, x_0, x_1, x_2, ...)
= (... \cdot x_{-3}, x_{-2}, (I - TT^*)^{1/2}x_{-1} + Tx_0, -T^*x_{-1} + (I - T^*T)^{1/2}x_0, x_1, ...).
\]

It is easy to prove that \( U \) is a unitary operator which dilates \( T \), in the sense that \( \langle Unx_0, x_0 \rangle = \langle T^nx_0, x_0 \rangle \), \( n \in \mathbb{N} \), where \( x_0 \) is a vector supported by the 0-th position.

We define the isometric antilinear involution \( \tilde{C}: K \to K \) by the formula
\[
\tilde{C}(..., x_{-2}, x_{-1}, x_0, x_1, x_2, ...)
= (... \cdot Cx_2, Cx_1, Cx_0, Cx_{-1}, Cx_{-2}, ...).
\]

A straightforward computation shows that \( UCU = C \) and hence \( U \) is \( C\)-symmetric.

In conclusion we have proved the following result.

**Theorem 3.** Let \( T \) be a \( C\)-symmetric contraction. The map \( C \) extends to an antilinear, isometric involution \( \tilde{C} \) on the space of the unitary dilation \( U \) of \( T \), such that \( \tilde{CU} = U^*\tilde{C} \).

As an almost tautological example we consider the following typical analysis of a self-adjoint extension of defect indices \((1, 1)\).

**Example 12.** Let \( s_0, s_1, \ldots \) be an indeterminate moment sequence of a probability measure on the line. Let \( \mathcal{H} \) be the completion of the space of polynomials \( \mathbb{C}[x] \) in the norm given by the associated positive definite Hankel matrix
\[
\| \sum_{k=0}^n c_k x^k \|^2 = \sum_{k,l=0}^n s_{k+l} c_k c_l.
\]

Let \( P_k(x) \) be the associated orthogonal polynomials, normalized by the condition \( \| P_k \| = 1 \) and the leading term of each \( P_k \) is positive. In this way \( \mathcal{H} \) can be identified with \( l^2(\mathbb{N}) \). These orthogonal polynomials have real coefficients, hence they are invariant under the involution \( (Cq)(x) = q(x) \) for \( x \) in \( \mathbb{R} \).
The unbounded operator of multiplication by the variable $x$ can be represented by a Jacobi matrix $J$, formally symmetric in the norm of $H$. By considering $J$ on its maximal domain of definition $D$ we obtain a closed graph, symmetric operator with defect indices $(1, 1)$ (due to the fact the problem is indeterminate). For all details see for instance [1, 28].

Obviously, the $C$-symmetry relation $CJ = J^*C = JC$ holds on $D$. The self-adjoint extensions of $J$ are parametrized by a complex number $\alpha$ of modulus one and can explicitly be given as follows. Fix an arbitrary nonreal complex number $\lambda$ and consider the vector $\Pi_\lambda = (P_0(\lambda), P_1(\lambda), \ldots) \in \text{Ker}(J^* - \lambda)$. This vector belongs to $l^2(\mathbb{N})$ by the indeterminate nature of the moment sequence. Define $P_\lambda = \Pi_\lambda / \|\Pi_\lambda\|$. Then the rank-one operator $P_\lambda \otimes CP_\lambda = \langle \cdot, P_\lambda \rangle CP_\lambda$ satisfies

$$[P_\lambda \otimes CP_\lambda](P_0(\lambda), P_1(\lambda), \ldots) = C(P_0(\lambda), P_1(\lambda), \ldots)$$

and thus it maps the defect space $\text{Ker}(J^* - \lambda)$ isometrically onto $\text{Ker}(J^* - \lambda)$. Thus all self-adjoint extensions of the Jacobi matrix $J$ can be described, on the enlarged domain of definition $D + C\Pi_\lambda$, as

$$(9) \quad S_\alpha = J + \alpha(P_\lambda \otimes CP_\lambda),$$

for $|\alpha| = 1$. A direct computation, or the proposition above, shows that the family $S_\alpha$ is simultaneously $C$-symmetric.

6. Clark perturbations

In this section we examine the compressions of the unilateral shift onto its coinvariant subspaces $H_\phi$ from the viewpoint of $C$-symmetry. Maintaining the conventions and notation of Examples 1 and 3 and Subsection 4.4, we show here that the rank-one unitary perturbations of the compressed unilateral shift considered by Clark [11] are jointly $C$-symmetric with respect to the symmetry (3). Indeed, we consider a slight generalization at little extra expense.

6.1. Simultaneous C-symmetry. For $\lambda$ in the unit disk define

$$(10) \quad b_\lambda(z) := \frac{z - \lambda}{1 - \lambda z}$$

and consider the operator

$$S_\lambda := P_\varphi T_{b_\lambda} P_\varphi$$

on $H_\varphi$. Hence $S_\lambda$ is simply the compression to $H_\varphi$ of the multiplication operator (on $H^2$) with symbol $b_\lambda$. The case $\lambda = 0$ corresponds to the compression of the unilateral shift. Proposition [11] tells us that the operators $S_\lambda$ are jointly $C$-symmetric.

The following lemma is a generalization of Clark’s initial observation and is phrased in terms of the conjugation operator $C$. Recall the formulas (4) and (5) for the functions $K_\lambda$ and $Q_\lambda$ described in Example 3.

Lemma 3. For each $\lambda$ in $\mathbb{D}$, the following statements hold:

(a) $S_\lambda f = b_\lambda f$ if and only if $f$ is orthogonal to $Q_\lambda$.

(b) $S_\lambda^* f = f / b_\lambda$ if and only if $f$ is orthogonal to $K_\lambda$. 
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Proof. Clearly, $S^*_\lambda f = f/b_\lambda$ if and only if $f/b_\lambda$ belongs to $H^2$. This happens if and only if $f(\lambda) = 0$, or equivalently, if and only if $(f, K_\lambda) = 0$. By the preceding, $S^*_\lambda Cf = (Cf)/b_\lambda$ if and only if $(Cf, K_\lambda) = 0$, or equivalently, if and only if $f$ is orthogonal to $Q_\lambda = CK_\lambda$. Since $CS_\lambda = S^*_\lambda C$, this implies that $S_\lambda f = C(Cf/b_\lambda) = b_\lambda f$ if and only if $f$ is orthogonal to $Q_\lambda$.

At this point it is convenient to introduce the normalized kernel functions $k_\lambda$ and $q_\lambda$ defined by

$$k_\lambda := \frac{K_\lambda}{\|K_\lambda\|}, \quad q_\lambda := \frac{Q_\lambda}{\|Q_\lambda\|}.\tag{11}$$

For each $\alpha$ of unit modulus, the operator

$$U_{\lambda,\alpha} := S_\lambda[I - (q_\lambda \otimes q_\lambda)] + \alpha (k_\lambda \otimes q_\lambda)\tag{12}$$

is unitary by the preceding proposition. Moreover, it is a rank-one perturbation of $S_\lambda$ since

$$U_{\lambda,\alpha} = S_\lambda + (\alpha + \varphi(\lambda))(k_\lambda \otimes Ck_\lambda)\tag{13}$$

as a straightforward computation shows. The proof that the $U_{\lambda,\alpha}$ are the only rank-one unitary perturbations of $S_\lambda$ is a straightforward generalization of the original proof \[1\] and left to the reader.

Our interest in these perturbations stems from the fact that they are jointly $C$-symmetric. The following proposition follows immediately from Proposition \[3\] and Lemma \[2\].

Proposition 5. If $\varphi$ is a nonconstant inner function, then the operators $U_{\lambda,\alpha}$ are jointly $C$-symmetric. That is, $(\mathcal{H}_\varphi, U_{\lambda,\alpha}, C)$ is a $C$-symmetric triple for each $|\lambda| < 1$ and each $|\alpha| = 1$.

By (13) we have

$$U_{\lambda,\alpha} f = S_\lambda f + (\alpha + \varphi(\lambda)) \frac{Cf(\lambda)}{1 - |\varphi(\lambda)|^2} K_\lambda\tag{14}$$

for each $f$ in $\mathcal{H}_\varphi$. Thus the antilinear operator $C$ plays a hidden role in the structure of the $U_{\lambda,\alpha}$, so the rank-one perturbing operator involves the twisted point evaluation $f \mapsto \overline{Cf(\lambda)}$.

6.2. $C$-real bases. Under certain circumstances we can explicitly furnish a self-conjugate orthonormal basis $e_n$ for $\mathcal{H}_\varphi$. Although the existence of such a basis is guaranteed by Lemma \[1\] we are interested here in producing them for the purpose of computing the corresponding matrix representation of the compressed shift operator $S := S_0$.

Let $\alpha$ be a unimodular constant and consider the unitary operator $U_\alpha := U_{0,\alpha}$. It was shown in \[1\] Lemma 3.1] that a complex number $\zeta$ is an eigenvalue of $U_\alpha$ if and only if $\varphi$ has a finite angular derivative $\varphi'(\zeta)$ at $\zeta$ (note that $|\zeta| = 1$ since $U_\alpha$ is unitary) and $\varphi(\zeta) = \beta$ where the unimodular constant $\beta$ is defined by

$$\beta := \frac{\alpha + \varphi(0)}{1 + \varphi(0)\alpha}.\tag{15}$$

The corresponding unit eigenvector will be $k_\zeta$, where the definition \[1\] of $k_\zeta$ is extended to include unimodular $\zeta$ in the obvious way. Although the finiteness of
the angular derivative is not explicit in [11], it is easily seen to be equivalent to the condition above (see [14] p. 367 or [3]).

Let \( \zeta_n \) denote an enumeration of the (at most countably many) eigenvalues of \( U_\alpha \). Clark showed that if the operator \( U_\alpha \) has pure point spectrum, then the corresponding eigenvectors \( k_n := k_{\zeta_n} \) of \( U_\alpha \) form an orthonormal basis for \( \mathcal{H}_\varphi \). This occurs [11] Theorem 7.1 if the set of points on the unit circle at which \( \varphi \) does not have a finite angular derivative is countable. For example, the eigenvectors of \( U_\alpha \) span \( \mathcal{H}_\varphi \) if \( \varphi \) is a Blaschke product whose zeros cluster only on a countable set or if \( \varphi \) is a singular inner function such that the closure of the support of the associated singular measure is countable. In such cases the modulus \( |\varphi'(\zeta_n)| \) of the angular derivative of \( \varphi \) at \( \zeta_n \) is finite and equals \( \| K_n \|^2 \) where \( K_n := K_{\zeta_n} \).

Suppose now that \( \varphi \) is an inner function and \( |\alpha| = 1 \) such that the corresponding operator \( U_\alpha \) has pure point spectrum \( \{ \zeta_1, \zeta_2, \ldots \} \), and fix \( t_n \) for \( n = 0, 1, 2, \ldots \) such that \( e^{it_n} = \beta \) and \( \zeta_n = e^{it_n} \) for each \( n \geq 1 \). The preceding discussion tells us that the functions \( k_n \) form an orthonormal basis for \( \mathcal{H}_\varphi \). Multiplying the \( k_n \) by suitable unimodular constants yields a self-conjugate orthonormal basis \( e_n \) defined by

\[
e_n := e^{\frac{1}{2}(t_0 - t_n)} k_n
\]

with respect to which each \( f \) in \( \mathcal{H}_\varphi \) enjoys the expansion

\[
f(z) = \sum_{n=1}^{\infty} e^{\frac{1}{2}(t_0 - t_n)} f(\zeta_n) e_n(z).
\]

Whence we obtain the inner product formula

\[
\langle f, g \rangle = \sum_{n=1}^{\infty} \frac{f(\zeta_n) \overline{g(\zeta_n)}}{|\varphi'(\zeta_n)|}
\]

for \( f, g \) in \( \mathcal{H}_\varphi \). Since \( C \) is simply the complex conjugation with respect to the basis \( e_n \), we see that

\[
\Phi f := \left( \frac{e^{\frac{1}{2}(t_0 - t_n)}}{\sqrt{\varphi'(\zeta_n)}} f(\zeta_n) \right)_{n=1}^{\infty}
\]

is an isometric isomorphism of \( \mathcal{H}_\varphi \) onto a certain weighted \( l^2 \) space such that

\[
\Phi(C f) = \overline{\Phi f}, \quad f \in \mathcal{H}_\varphi.
\]

Moreover, if the sequence \( w_n / \sqrt{\varphi'(\zeta_n)} \) is square-summable, then there exists a function \( f \) in \( \mathcal{H}_\varphi \) whose nontangential limiting values at the points \( \zeta_n \) interpolate the values \( w_n \).

6.3. Symmetric Jordan matrices. We now explicitly compute the matrix representation of the compressed shift operator \( S \) with respect to the basis \( e_n \). In particular, we will see that the matrix \((\langle Se_n, e_m \rangle)_{n,m=1}^{\infty}\) is complex symmetric (as expected) and, moreover, that the entries are related to the eigenvalues \( \zeta_n \) in a simple way. By [13] we have

\[
Se_n = \zeta_n e_n - e_n(0) \frac{\alpha + \varphi(0)}{1 - |\varphi(0)|^2} K_0
\]
where we used the fact that \( e_n \) are self-conjugate eigenvectors for \( U_a \). Thus
\[
\langle Se_n, e_m \rangle = \zeta_n(e_n, e_m) + e_n(0) \frac{\alpha + \varphi(0)}{1 - |\varphi(0)|^2} (K_0, e_m)
\]
\[
= \zeta_n \delta_{nm} + e_n(0) e_m(0) \frac{\alpha + \varphi(0)}{1 - |\varphi(0)|^2}
\]
\[
= \zeta_n \delta_{nm} + e_n(0) e_m(0) \frac{\alpha + \varphi(0)}{1 - |\varphi(0)|^2}
\]
\[
= \zeta_n \delta_{nm} + \frac{\zeta_n^* \zeta_m^*}{|\varphi'(\zeta_n)|^2 |\varphi'(\zeta_m)|^2} (1 - |\varphi(0)|^2)^2 \frac{\alpha + \varphi(0)}{(1 - |\varphi(0)|^2)}.
\]
(16)

Here \( \delta_{nm} \) denotes the Kronecker \( \delta \)-function and the square roots of \( \zeta_n \) and \( \zeta_m \) are defined in the obvious way. From this calculation we observe that \( \langle Se_n, e_m \rangle = \langle Se_m, e_n \rangle \) for all \( n, m \) and hence the matrix for \( S \) with respect to the basis \( e_n \) is complex symmetric. Moreover, the matrix representations of the unitary operator \( U_a \) and the perturbing operator are evident in (16). Summing up, we have proved the following result.

**Theorem 4.** Let \( \varphi \) be a nonconstant inner function (on the unit disk) and let \( S \) be the standard Jordan operator (the compressed shift) on the model space \( \mathcal{H}_\varphi := H^2 \ominus \varphi H^2 \). If the rank-one unitary perturbation \( U_a \) of \( S \) has pure point spectrum \( \{ \zeta_n : n \geq 1 \} \), then there exists an orthonormal basis \( e_n \) of eigenvectors for \( U_a \) such that

1. \( Ce_n = e_n \) for all \( n \geq 1 \) where \( Cf := \overline{f} \varphi \).
2. The matrix of \( S \) with respect to the basis \( e_n \) is complex symmetric and has the form (16).

In the case \( \varphi(0) = 0 \) our computation reduces to
\[
\langle Se_n, e_m \rangle = \zeta_n \delta_{nm} + \frac{\zeta_n^* \zeta_m^*}{|\varphi'(\zeta_n)|^2 |\varphi'(\zeta_m)|^2}.
\]

7. **C-symmetric structure of model spaces**

7.1. **Inner-outer factorization.** We relate the \( C \)-symmetry \( Cf = \overline{f} \varphi \) on the model space \( \mathcal{H}_\varphi := H^2 \ominus \varphi H^2 \) to the inner-outer factorization of functions \( f \) in \( \mathcal{H}_\varphi \). In terms of boundary functions \( \mathcal{H}_\varphi \) we have
\[
\mathcal{H}_\varphi = H^2 \cap \varphi \overline{H^2}
\]
and hence the following easy lemma.

**Lemma 4.** Two functions \( f \) and \( g \) in \( H^2 \) satisfy \( g = \overline{f} \varphi \) a.e. on \( \partial \mathbb{D} \) if and only if \( f \) and \( g \) belong to \( \mathcal{H}_\varphi \) and \( Cf = g \).

Suppose now that \( f \) belongs to \( \mathcal{H}_\varphi \). Since the functions \( f \) and \( Cf \) have the same modulus a.e. on \( \partial \mathbb{D} \), they share the same outer factor, say \( F \). We may therefore write \( f = I_f F \) and \( Cf = I_{CF} F \) where \( I_f \) and \( I_{CF} \) denote the inner factors of \( f \) and \( Cf \), respectively. Moreover, \( I_f I_{CF} F = \overline{F} \varphi \) a.e. on \( \partial \mathbb{D} \). This shows that \( F \) belongs to \( \mathcal{H}_\varphi \) and satisfies \( CF = I_f I_{CF} \). Moreover, the inner function \( I_f I_{CF} \) depends only upon \( F \) and \( \varphi \) and not on the particular
pair of conjugate functions \( f, Cf \) with common outer factor \( F \). We call the inner function \( I f_Cf \) the associated inner function of \( F \) (with respect to \( \varphi \)) and denote it \( I_F \). The functions \( f = I_f F \) in \( \mathcal{H}_\varphi \) with outer factor \( F \) are precisely those functions whose inner factors \( I_f \) divide \( I_F \). This yields the following lemma.

**Lemma 5.** For any outer function \( F \) in \( \mathcal{H}_\varphi \) there exists a unique inner function \( I_F \) such that \( I_F F = \overline{F}^2 \varphi \) a.e. on \( \partial \mathbb{D} \). If \( I \) is an inner function, then \( IF \) belongs to \( \mathcal{H}_\varphi \) if and only if \( I \) divides \( I_F \).

**Example 13.** Fix a nonconstant inner function \( I \) and consider the kernel functions \( K_\lambda \) and \( Q_\lambda = CK_\lambda \) defined by (1) and (5). The associated inner function for \( K_\lambda \) is the inner factor

\[
I_{K_\lambda} = \frac{b_{\varphi(\lambda)}(\varphi(z))}{b_\lambda(z)}
\]

of \( Q_\lambda \). Here \( b_{\varphi(\lambda)} \) and \( b_\lambda \) are Möbius transformations defined by (10).

To sum up, a function \( f \) belonging to \( \mathcal{H}_\varphi \) possesses the representations

1. \( f = I_f F \) where \( F \) is outer, \( I_f \) is the inner factor of \( f \), and \( I_f | I_F \).
2. \( f = f_1 + if_2 \) where \( Cf_k = f_k \) for \( k = 1, 2 \).

In light of the fact that \( |f|^2 = |f_1|^2 + |f_2|^2 \) a.e. on \( \partial \mathbb{D} \), it is not difficult to pass from one representation to the other.

### 7.2. Finite-dimensional model spaces.

We consider below the structure of the \( N \)-dimensional model space \( \mathcal{H}_\varphi \) corresponding to a finite Blaschke product

\[
\varphi(z) = \prod_{n=1}^{N} \frac{z - \lambda_n}{1 - \lambda_n z}
\]

with \( N \) (not necessarily distinct) zeroes \( \lambda_n \). In particular, we make extensive use of the bilinear form \( [\cdot, \cdot] \) arising from the conjugation operator \( C f = \overline{f}^2 \varphi \) on \( \mathcal{H}_\varphi \).

Select any \( w \) in the closed unit disk such that the equation \( \varphi(z) = w \) has \( N \) distinct solutions \( z_1, \ldots, z_N \). The \( N \) functions \( Q_n(z) := Q_{z_n}(z) \) defined by (5) are pairwise orthogonal with respect to the bilinear form \( [\cdot, \cdot] \):

\[
[Q_n, Q_m] = \begin{cases} 
\varphi'(z_n), & n = m, \\
0, & n \neq m,
\end{cases}
\]

and are linearly independent since \( \varphi'(z_n) \neq 0 \) for all \( n \). Therefore, the \( Q_n \) form a basis for \( \mathcal{H}_\varphi \).

For any \( f \) in \( \mathcal{H}_\varphi \) the well-known interpolation formula

\[
f(z) = \sum_{n=1}^{N} f(z_n) Q_n(z)
\]

follows immediately from (17). The space \( \mathcal{H}_\varphi \) is essentially a weighted version of \( \mathbb{C}^n \) twisted by \( C \):

\[
\langle f, g \rangle = \sum_{n=1}^{N} \frac{f(z_n)Cg(z_n)}{\varphi'(z_n)}.
\]

With respect to the bilinear form \( [\cdot, \cdot] \) we have

\[
[f, g] = \sum_{n=1}^{N} \frac{f(z_n)g(z_n)}{\varphi'(z_n)}.
\]
We can make these computations more explicit. Each function \( f \) belonging to \( \mathcal{H}_\varphi \) is of the form \( f = F/R \) where \( F \) is a polynomial of degree \( \leq N - 1 \) and
\[
R(z) = (1 - \lambda_1 z) \cdots (1 - \lambda_N z).
\]
The conjugation operator on \( \mathcal{H}_\varphi \) is given by the formula
\[
C(F/R) = F^\# / R
\]
where the polynomial \( F^\# \) is defined by
\[
F^\#(z) = z^{N-1} F(1/z).
\]
Observe that \( \varphi = P/R \) where \( P = z^N R(1/z) \) and then choose any \( w \) in the closed unit disk such that the equation
\[
P(z) - wR(z) = 0
\]
has \( N \) distinct solutions \( z_1, \ldots, z_N \). In other words, select \( w \) so that the level set \( \varphi^{-1}(\{w\}) \) contains \( N \) distinct points.

Letting \( f = F/R \) and \( g = G/R \) denote arbitrary functions in \( \mathcal{H}_\varphi \) we have by (18),
\[
[f,g] = \sum_{n=1}^{N} \frac{F(z_n)G(z_n)}{\Delta(z_n)} \Delta(z_n),
\]
\[
\langle f,g \rangle = \sum_{n=1}^{N} \frac{F(z_n)G^\#(z_n)}{\Delta(z_n)} \Delta(z_n)
\]
where the polynomial \( \Delta \) is defined by
\[
\Delta = RP' - PR'.
\]
Note that in the above formulas, the products \([f,g]\) and \( \langle f,g \rangle \) are intrinsic, while the right-hand sides depend on the chosen fibre of the function \( \varphi \).

7.3. **Interpolation theory.** This is again a classical and well charted territory which we touch upon only briefly. In this framework \( C \)-symmetry is a unifying concept and transparent formalism.

Let \( \lambda_n \) be a sequence of distinct points in the unit disk and define
\[
\varphi(z) = \prod_{n=1}^{N} \frac{|\lambda_n|}{\lambda_n} \frac{\lambda_n - z}{1 - \lambda_n z}
\]
Since the \( \lambda_n \) are distinct, it follows that \( \varphi'(\lambda_n) \neq 0 \).

Consider the unit vectors \( e_n \) defined by
\[
e_n = \frac{Q_n}{\|Q_n\|}
\]
where \( Q_n := Q_{\lambda_n} \) is defined by (3). The \( e_n \) are orthogonal with respect to the bilinear form \( [\cdot, \cdot] \) introduced in Subsection 2.3 since
\[
[e_n, e_m] = \begin{cases} (1 - |\lambda_n|^2)\varphi'(\lambda_n), & n = m, \\ 0, & n \neq m. \end{cases}
\]
We are led therefore to the formal Fourier-type expansion

\[
(21) \quad f = \sum_{n=1}^{\infty} \frac{[f, e_n]}{[e_n, e_n]} e_n
\]

whose convergent behavior (for all \( f \) in \( \mathcal{H}_\varphi \)) is naturally linked to the uniform boundedness from below of \( ||e_n, e_n|| \). In essence, this is Carleson’s famous interpolation theorem.

Recall that a sequence \( \lambda_n \) in the unit disk is called uniformly separated if there exists a \( \delta > 0 \) such that the Carleson condition

\[
(22) \quad \prod_{k \neq n} \left| \frac{\lambda_k - \lambda_n}{1 - \lambda_k \lambda_n} \right| \geq \delta
\]

holds for every \( n \). Thus, according to our computations, this is equivalent to asserting that

\[ ||[e_n, e_n]| \geq \delta \]

for all \( n \). In other words, the unit vectors \( e_n \) are not “asymptotically isotropic” with respect to the bilinear form \([\cdot, \cdot]\).

Carleson’s interpolation theorem for \( H^2 \) asserts that the operator

\[ Tf := f(\lambda_n) \sqrt{1 - |\lambda_n|^2} \]

maps \( \mathcal{H}_\varphi \) onto \( l^2 \) if and only if the sequence \( \lambda_n \) is uniformly separated. Since \( Tf = [f, e_n] \) for all \( n \), the interpolation theorem implies the following result.

**Theorem 5.** Let \( \lambda_n \) be a sequence of distinct points in the unit disk, let \( \varphi \) be the associated Blaschke product, and let \( e_n \) be the normalized evaluation elements of the model space \( \mathcal{H}_\varphi := H^2 \ominus \varphi H^2 \):

\[ [f, e_n] = f(\lambda_n) \sqrt{1 - |\lambda_n|^2}. \]

The \([\cdot, \cdot]\)-orthogonal series

\[ f = \sum_{n=1}^{\infty} \frac{[f, e_n]}{[e_n, e_n]} e_n \]

converges for every \( f \in \mathcal{H}_\varphi \) if and only if there exists a positive constant \( \delta \) satisfying:

\[ ||[e_n, e_n]| \geq \delta \]

for \( n \geq 1 \).

This can be stated in terms of the theory of Riesz bases. The functions \( e_n \) form a Riesz basis for \( \mathcal{H}_\varphi \) if and only if the sequence \( \lambda_n \) is uniformly separated. From this point of view,

\[ e'_n := \frac{Ce_n}{[e_n, e_n]} \]

is a biorthogonal sequence to \( e_n \).

If the \( \lambda_n \) satisfy the Carleson condition, then each \( f \) in \( \mathcal{H}_\varphi \) is given by the interpolation formula

\[
(23) \quad f(z) = \sum_{n=1}^{\infty} \frac{f(\lambda_n)}{\varphi'(\lambda_n)} Q_n(z)
\]

which converges in norm. This also gives the orthogonal projection from \( H^2 \) onto \( \mathcal{H}_\varphi \) of any function interpolating the values \( f(\lambda_n) \) at the nodes \( \lambda_n \).
As in the finite dimensional case, the inner product on $\mathcal{H}_\varphi$ has a simple representation in terms of the conjugation operator $C$. In light of the interpolation formula \((23)\) we have
\[
\langle f, g \rangle = \sum_{n=1}^{\infty} \frac{f(\lambda_n)Cg(\lambda_n)}{\varphi'(\lambda_n)}
\]
for any $f, g$ in $\mathcal{H}_\varphi$. The antilinearity in the second argument of the inner product on $\mathcal{H}_\varphi$ is clearly reflected by the presence of the $C$ operator in the preceding formula.

In some sense, there is an asymmetry in \((24)\) that is unnecessary. We can easily remedy this by considering the bilinear form $[\cdot, \cdot]$, with respect to which $\mathcal{H}_\varphi$ is simply a weighted sequence space:
\[
[f, g] = \sum_{n=1}^{\infty} \frac{f(\lambda_n)g(\lambda_n)}{\varphi'(\lambda_n)}.
\]
Although the bilinear form is not positive definite, we still have
\[
c_1 \sum_{n=1}^{\infty} |[f, e_n]|^2 \leq \|f\|^2 \leq c_2 \sum_{n=1}^{\infty} |[f, e_n]|^2
\]
for some constants $c_1$ and $c_2$ since the $e_n$ form a Riesz basis for $\mathcal{H}_\varphi$.

8. Inner matrices and Darlington synthesis

In this section we consider a basic matrix extension problem arising in electrical network theory from the viewpoint of $C$-symmetry. We consider the scalar-valued Darlington synthesis problem: Given a function $a(z)$ belonging to $H^2$, do there exist functions $b$, $c$, and $d$ also belonging to $H^2$ such that the matrix
\[
U = \begin{pmatrix} a & -b \\ c & d \end{pmatrix}
\]
is unitary a.e. on the unit circle $\partial \mathbb{D}$? In other words, when can we extend the $1 \times 1$ matrix $(a)$ to a $2 \times 2$ inner matrix?

If a matrix $U$ of the form \((25)\) is unitary a.e. on $\partial \mathbb{D}$, then its determinant $\det U$ is an inner function, say $\varphi$. It turns out that the entries of $U$ (including $a$ itself) belong to $\mathcal{H}_{z\varphi}$, the backward shift invariant subspace of $H^2$ generated by $\varphi$. The following theorem from [21, 22] gives the exact relationship between $a$ and $\det U$.

**Theorem 6.** If $\varphi$ is a nonconstant inner function, then $U$ is unitary a.e. on $\partial \mathbb{D}$ and $\det U = \varphi$ if and only if:

1. $a, b, c, d$ belong to $\mathcal{H}_{z\varphi} := H^2 \ominus z\varphi H^2$.
2. $Ca = d$ and $Cb = c$.
3. $|a|^2 + |b|^2 = 1$ a.e. on $\partial \mathbb{D}$.

Here $C$ denotes the conjugation operator $ Cf = \overline{f}$ on the model space $\mathcal{H}_{z\varphi}$ (see Examples 1, 3). From the viewpoint of $C$-symmetry, $2 \times 2$ matrix inner functions resemble quaternions of unit modulus, for
\[
U = \begin{pmatrix} a & -b \\ Cb & Ca \end{pmatrix}
\]
where $|a|^2 + |b|^2 = 1$ a.e. on $\partial \mathbb{D}$. The connection between matrix inner functions and $C$-symmetry is not surprising. Indeed, the connection between the Darlington
synthesis problem and the backward shift operator (via pseudocontinuations [46]) was noted by several authors [4, 12, 13].

Note that $\|a\|_\infty \leq 1$ is necessary for the scalar-valued Darlington synthesis problem with data $a(z)$ to have a solution. The following theorem (also from [21, 22]) is the key to our approach.

**Theorem 7.** If the function $a(z)$ belongs to $\mathcal{H}_{\varphi}$ for some nonconstant inner function $\varphi$ and $\|a\|_\infty \leq 1$, then there exists a function $b(z)$ in $\mathcal{H}_{\varphi}$ such that $|a|^2 + |b|^2 = 1$ a.e. on $\partial \mathbb{D}$.

Returning to Theorem 6, we may write
$$a = I_aF, \quad Ca = I_{Ca}F, \quad b = I_bG, \quad \text{and} \quad Cb = I_{Cb}G$$
where $I_a, I_{Ca}, I_b, I_{Cb}$ are inner functions and $F$ and $G$ are outer. With this notation we have

(27) $\varphi = aCa + bCb$
(28) $\varphi = I_FF^2 + I_GG^2$,

where $I_F$ and $I_G$ denote the associated inner functions (Subsection 7.1) of $F$ and $G$, respectively.

8.1. **Primitive solution sets.** Suppose that $U$ is a solution to the scalar-valued Darlington synthesis problem with data $a(z)$. By Theorem 6, $\det U = \varphi$ is inner and

$$U = \begin{pmatrix} a & -b \\ Cb & Ca \end{pmatrix}$$

where $Ca$ and $Cb$ are the conjugates of $a$ and $b$ in $\mathcal{H}_{\varphi}$. Observe that if $I_1$ and $I_2$ are any inner functions, then

(29) $U' = \begin{pmatrix} a & -I_1b \\ I_2Cb & I_1I_2Ca \end{pmatrix}$

is another solution and $\det U$ divides $\det U'$. We say that a solution $U$ is **primitive** if the inner function $\varphi = \det U$ is the minimal inner function such that $\det U$ divides $\det U'$ for any other solution $U'$. This is equivalent to requiring that $\varphi$ is the minimal inner function such that $a$ belongs to $\mathcal{H}_{\varphi}$. Note also that every primitive solution shares the same determinant, up to a unimodular constant factor. We call such a $\varphi$ a **minimal determinant** for the problem (with data $a(z)$). Recall that Arov [5, 6] considered a related concept in his classification of minimal $D$-representations in the operator-valued case (which clearly covers the scalar case). Our techniques in the scalar case, however, are completely different, since we have available the concept of determinants and $C$-symmetry. The following easy proposition is from [22].

**Proposition 6.** Fix a minimal determinant $\varphi$ corresponding to the data $a(z)$. If $U'$ is any solution, then $U'$ can be obtained via (29) from a primitive solution $U$ with $\det U = \varphi$.

A complete collection of primitive solutions sharing the same minimal determinant is called a **primitive solution set**. Fix a minimal determinant $\varphi$ to our problem. We wish now to describe all solutions $U$ with determinant $\varphi$. By condition (3) of Theorem 6 we may identify each solution with the inner factor of the upper-left corner $b(z)$. This inner factor must be a divisor of $I_G$ (which is determined by (28)) and hence there is a bijective correspondence between a primitive solution set and the inner divisors of $I_G$.
Example 14. If $I_G$ is constant, then each primitive solution set consists of precisely one solution and all possible solutions can be constructed via (29) from a single primitive solution. This is the case for the data $a = \frac{1}{2}(1 + \varphi)$ where $\varphi$ is an inner function. The minimal determinant is $\varphi$ and the corresponding $b$ is given by $b = \frac{1}{2i}(1 - \varphi)$.

Example 15. If $I_G$ is the square of an inner function, then symmetric primitive solutions exist. By a symmetric solution, we mean here a solution $U$ such that $U = U^t$ where $U^t$ denotes the transpose of $U$. Observe that if $I_G = I^2$ where $I$ is an inner function, then the function $b = IG$ belongs to $H_{\varphi}$ and $Cb = b$. Using (29) with $I_1 = -i$ and $I_2 = i$ gives the symmetric solution

\[ \begin{pmatrix} a & ib \\ ib & Ca \end{pmatrix} \]

8.2. Rational data. We sketch now an approach (for further details see [22]) to the Darlington problem for rational data based on $C$-symmetry. Given a rational function $a(z)$ (not a finite Blaschke product) in $H^\infty$ satisfying $\|a\|_\infty \leq 1$, we may write $a = P/R$ where $P(z)$ is a polynomial relatively prime to a polynomial $R(z)$ of the form $z^m F(1/z)$. In particular, we have $\varphi = R^\#/R$ since $1$ and $\varphi$ are conjugate functions in $H_{\varphi}$.

By Theorem 15 and (27) we seek solutions $U$ of the form

\[ U = \begin{pmatrix} a & -b \\ Cb & Ca \end{pmatrix} \]

where $\varphi = aCa + bCb$. Let us write $b = I_b G$ and $Cb = I_{Cb} G$ where $I_b$ and $I_{Cb}$ are inner and $G$ denotes the common outer factor of $b$ and $Cb$. (27) and (28) imply that

\[ I_G G^2 = I_b I_{Cb} G^2 = bCb = \frac{R^\# R - P^\# P}{R^2} \]

where $I_G$ denotes the associated inner function for $G$.

Since $G$ belongs to $H_{\varphi}$, we have $G = S/R$ where $S(z)$ is a polynomial of degree $\leq n$. Since $G(z)$ and $R(z)$ are outer, the polynomial $S(z)$ is also outer and thus (30) reduces to

\[ I_G S^2 = R^\# R - P^\# P \]

where $I_G$ is a finite Blaschke product (possibly constant). On $\partial \mathbb{D}$ we have

\[ \frac{R^\# R - P^\# P}{R^2} = \varphi(1 - |a|^2) \]

and hence the roots of $R^\# R - P^\# P$ which lie on $\partial \mathbb{D}$ are exactly the points at which $|a| = 1$. Since the zeroes of $R^\# R - P^\# P$ occur in pairs symmetric with respect to...
\( \partial \mathbb{D} \), the number of zeros of \( \mathcal{I}_G \) (counted according to multiplicity) depends on the degree of \( R^\# R - P^\# P \) and the number of times (according to multiplicity) that the data function \( a(z) \) assumes its maximum possible modulus of one on \( \partial \mathbb{D} \). The number of solutions in a primitive solution set, therefore, depends on how many times the data \( a(z) \) assumes extreme values. Since the Schur-Cohn algorithm [32] can detect the number of zeroes of a polynomial inside the disk, on its boundary, and outside, we can in principle find the number of solutions in a primitive solution set without explicitly finding the roots of polynomials.

We may factor \( R^\# R - P^\# P \) into inner and outer factors without necessarily knowing its zeroes, obtaining \( S^2 \) and hence \( S \). This yields the (possibly identical) solutions

\[
\begin{pmatrix}
    P/R & -S/R \\
    S^\#/R & P^\#/R
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
    P/R & -S^\#/R \\
    S/R & P^\#/R
\end{pmatrix}
\]

to our problem.

Since \( G = S/R \) is an outer function in \( \mathcal{H}_{z\varphi} \), we have

\[
\hat{G} = \mathcal{I}_G G = \frac{S^\#}{R}
\]

and therefore the desired inner function \( \mathcal{I}_G \) is given by \( \mathcal{I}_G = S^#/S \). Since \( S \) is outer, the zeroes of \( \mathcal{I}_G \) are precisely the zeroes of \( S^\# \) lying in the open unit disk. Once these zeroes have been found, we can complete our primitive solution set since these solutions can be identified with the functions

\[
b(z) = I_b G = I_b \frac{S}{R}
\]

where \( I_b \) is an inner divisor of \( \mathcal{I}_G \). This yields the following procedure.

**Algorithm.** Suppose that we are given a rational function (not a finite Blaschke product) \( a(z) \) satisfying \( \|a\|_\infty \leq 1 \).

(1) Write \( a(z) = P(z)/R(z) \) where \( R(z) \) has constant term 1 and \( P(z) \) is relatively prime to \( R(z) \). Let the degrees of \( P \) and \( R \) be denoted \( m \) and \( n \), respectively.

(2) If \( m \leq n \), then form the polynomial \( R^\# R - P^\# P \) (of degree at most \( 2n \)) using the definition \( F^\#(z) = z^n F(1/z) \) for polynomials \( F(z) \) of degree \( \leq n \).

(a) The outer factor of \( R^\# R - P^\# P \) is a polynomial \( S^2 \) of degree \( \leq 2n \). The matrices

\[
\begin{pmatrix}
    P/R & -S/R \\
    S^\#/R & P^\#/R
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
    P/R & -S^\#/R \\
    S/R & P^\#/R
\end{pmatrix}
\]

are primitive solutions with determinant \( \varphi = R^\#/R \).

(b) Find the roots of the polynomial

\[
S' := \frac{S^\#}{\gcd(S, S^\#)}
\]

(of degree \( N \leq n \)). These zeroes all lie inside the unit disk.
The function $B$ both the Jordan block

Example 16. Consider the
We return to the notation of Example 1. There are no proper nontrivial subspaces of $H$ which are simultaneously invariant for both $C$-symmetric operator $T$ and the underlying involution $C$.

The proof of the following proposition is left to the reader.

**Proposition 7.** Let $(H, T, C)$ denote a $C$-symmetric triple.

1. $M$ is $C$-invariant if and only if $M^\perp$ is $C$-invariant.
2. If $M$ is a subspace of $H$ that is invariant under $C$ and $T$, then $M$ reduces $T$.
3. $M$ reduces $T$ if and only if $CM$ reduces $T$.
4. If $M$ is a $C$-invariant subspace of $H$ and $P$ denotes the orthogonal projection from $H$ onto $M$, then the compression $A = PTP$ of $T$ to $M$ satisfies $CA = A^*C$.

**Example 16.** Consider the $C$-symmetric triple $(\mathbb{C}^n, J_\alpha(\lambda), C)$ of Example 4. There are no proper, nontrivial subspaces of $\mathbb{C}^n$ that are simultaneously invariant for both the Jordan block $J = J_\alpha(\lambda)$ and the involution $C$. If $M$ is a nontrivial subspace of $\mathbb{C}^n$ which is $J$-invariant, then it must contain the vector $(1, 0, \ldots, 0)$. However, $C(1, 0, \ldots, 0) = (0, \ldots, 0, 1)$ and inductively one can see that if $M$ is also $C$-invariant, then $M$ must be all of $\mathbb{C}^n$.

**Example 17.** Consider the $C$-symmetric triple $(L^2[0, 1], V, C)$ of Subsection 4.3. It is well known that the only invariant subspaces for the Volterra integration operator are the subspaces $\chi_{[0, a]}L^2[0, 1]$ where $a \in [0, 1]$ and $\chi_{[0, a]}$ denotes the characteristic function of the interval $[0, a]$. It is clear that there are no proper, nontrivial $V$-invariant subspaces of $L^2[0, 1]$ that are also $C$-invariant.

**Example 18.** We return to the notation of Example 1. There are no proper nontrivial subspaces of $H_f$ which are invariant under both $C$ and the backward shift operator $B$. Restricted to $H_f$, $B$ is simply the compression to $H_f$ of the Toeplitz operator $T_\omega$ and hence, by Proposition 3, $B$ is $C$-symmetric. Suppose that $M$ is a subspace of $H_f$ that is invariant for both $B$ and $C$. Without loss of generality, there exists a function $f$ in $M$ with a nonconstant outer factor, say $F$. The function $g := F + CF$ belongs to $M$ and satisfies $Cg = g$. Since $F$ and $CF$...
share the same outer factor, namely $F$, the function $g$ itself is outer. However, a self-conjugate outer function in $\mathcal{H}_F$ must generate $\mathcal{H}_F$ by a proposition in [21] (which is a simple restatement of [14] Theorem 3.1.5] in terms of conjugation operators).

Despite these examples, there are many $C$-symmetric triples $(\mathcal{H}, T, C)$ such that $\mathcal{H}$ has subspaces that are invariant for both $T$ and $C$. For instance, if the matrix representation for $T$ with respect to the basis $e_n$ furnished by Lemma 1 has a diagonal block, then $T$ clearly has a subspace that is simultaneously invariant for $T$ and $C$. Finally, we note in passing that Theorem 2 immediately implies that the antilinear operators $CT$ and $TC$ always admit nontrivial invariant subspaces.

10. Conjugation in several complex variables

This section is concerned with the analogue of Jordan operators in several complex variables and, in particular, the question whether they can still be $C$-symmetric. The following observation can produce many examples of product $C$-symmetric operators.

**Lemma 6.** Let $(\mathcal{H}_1, T_1, C_1)$ and $(\mathcal{H}_2, T_2, C_2)$ be $C$-symmetric triples. Then the hilbertian tensor product $(\mathcal{H}_1 \otimes \mathcal{H}_2, T_1 \otimes T_2, C_1 \otimes C_2)$ is also a $C$-symmetric triple.

However, the general picture on an analytic model space on the polydisk is more involved. To start with such a product example, let

$$\Phi(z_1, z_2, \ldots, z_n) = \varphi_1(z_1)\varphi_2(z_2) \cdots \varphi_n(z_n)$$

be a product of inner functions in the respective variables. The function $\Phi$ is inner in the polydisk and a standard algebraic argument shows that

$$\mathcal{K}_1 = H^2(D^n) \otimes \sum_{k=1}^n \varphi_k H^2(D^n) \cong \bigotimes_{k=1}^n (H^2 \otimes \varphi_k H^2).$$

The associated product conjugation on this space is

$$Cf(z) = \varphi_1(z_1) \cdots \varphi_n(z_n)[\overline{z_1} \cdots \overline{z_n}f(z)],$$

as a direct computation can also verify that $Cf$ is jointly analytic and orthogonal to $\sum_{k=1}^n \varphi_k H^2(D^n)$. Let $f \in C(D^n)$ be a continuous function and let $T_f$ be the Toeplitz operator with symbol $f$ compressed to the space $\mathcal{K}_1$. Since the function $f$ is approximable in the uniform norm by real analytic monomials, the above lemma implies $CT_f = T_f^*C$.

On the other hand, let us consider the model space $\mathcal{K}_2 = H^2(D^2) \odot z_1 z_2 H^2(D^2)$. The orthogonal decomposition

$$H^2(D^2) \odot z_1 z_2 H^2(D^2) \cong H^2(D_1) \oplus z_2 H^2(D_2),$$

holds, where the subscripts indicate the corresponding variable. Thus the compressed Toeplitz operator $T_{z_1}$ is unitarily equivalent to the standard unilateral shift $T_z$ and therefore has nontrivial Fredholm index. Consequently, the model space $\mathcal{K}_2$ cannot carry an involution $C$ with respect to which the respective Jordan operators are $C$-symmetric.

One may ask what properties distinguish the quotient analytic modules $\mathcal{K}_1$ and $\mathcal{K}_2$ so that the compressed Toeplitz operators are $C$-symmetric on one, but not on the other.
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