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SMALL ZEROS OF QUADRATIC FORMS OUTSIDE A UNION OF VARIETIES
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Abstract. Let $F$ be a quadratic form in $N \geq 2$ variables defined on a vector space $V \subseteq K^N$ over a global field $K$, and $Z \subseteq K^N$ be a finite union of varieties defined by families of homogeneous polynomials over $K$. We show that if $V \setminus Z$ contains a nontrivial zero of $F$, then there exists a linearly independent collection of small-height zeros of $F$ in $V \setminus Z$, where the height bound does not depend on the height of $Z$, only on the degrees of its defining polynomials. As a corollary of this result, we show that there exists a small-height maximal totally isotropic subspace $W$ of the quadratic space $(V,F)$ such that $W$ is not contained in $Z$. Our investigation extends previous results on small zeros of quadratic forms, including Cassels' theorem and its various generalizations. The paper also contains an appendix with two variations of Siegel's lemma. All bounds on height are explicit.

1. Introduction and statement of results

The investigation of small-height zeros of quadratic forms was initiated in the celebrated paper of Cassels [2], and later continued by a number of authors (see [9] for a detailed overview). Let $K$ be a field of characteristic not equal to 2, and let $V$ be an $L$-dimensional subspace of $K^N$, $N \geq 2$, $1 \leq L \leq N$. Suppose that $F$ is a quadratic form in $N$ variables over $K$ which has a nontrivial zero in $V$. A natural problem is to determine an upper bound on the infimum of the heights of all nontrivial zeros of $F$ in $V$, whenever an appropriate height function can be defined. This has first been done by Cassels in the case $K = \mathbb{Q}$ and $V = \mathbb{Q}^N$, and later generalized to number fields by Raghavan [15], to rational function fields by Prestel [14], and to algebraic function fields by Pfister [13]. Further results included bounds on heights of collections of linearly independent zeros (e.g. Chalk [3], Schulze-Pillot [21]) and full isotropic subspaces of the quadratic space $(V,F)$ (e.g. Schlickewei [18], Schlickewei-Schmidt [19], Vaaler [25, 26], Fukshansky [7]). Masser [12] extended Cassels’ small-height zero result to zeros of $F$ avoiding a hyperplane, which is equivalent to showing the existence of small-height solutions of a general quadratic diophantine equation. More recently, Masser’s result has been extended over number fields and generalized to a finite union of hyperplanes by Fukshansky [5] and Dietmann [4]. The main goal of the present paper is to obtain a result of a similar type, but in a much more general geometric setting when $K$ is a global field: we establish the existence of a linearly independent collection of small-height zeros of $F$ in $V$ outside of an arbitrary finite union of projective varieties defined
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over $K$, not containing all zeros of $F$ on $V$. Throughout this paper, unless stated the otherwise, $K$ is a global field whose characteristic is not 2. Thus, the global field discussed in this paper is either a number field or a function field of transcendence degree one over a finite field $\mathbb{F}_q$ of $q$ elements, where $q$ is odd.

Let $J \geq 1$ be an integer. For each $1 \leq i \leq J$, let $S_i$ be a finite set of homogeneous polynomials in $K[X_1, \ldots, X_N]$ and $Z_K(S_i)$ be its zero set in $K^N$, that is,

$$Z_K(S_i) = \{ x \in K^N : P(x) = 0 \text{ for all } P \in S_i \}.$$  

For the collection $S := \{S_1, \ldots, S_J\}$ of finite sets of homogeneous polynomials, define

$$Z_S := \bigcup_{i=1}^J Z_K(S_i),$$

and

$$M_S := \sum_{i=1}^J \max\{\deg P : P \in S_i\}.$$  

The main result of this paper is the following theorem and its corollary. The terminology from the algebraic theory of quadratic forms used in their statements will be reviewed below in Section 2, along with definitions of the appropriate height functions.

**Theorem 1.1.** Let $F$ be a nonzero quadratic form in $N$ variables over $K$, $V$ be an $L$-dimensional subspace of $K^N$, and $m$ be the dimension of a maximal totally isotropic subspace of the quadratic space $(V, F)$. Suppose that, for a collection $S$ of finite sets of homogeneous polynomials in $K[X_1, \ldots, X_N]$, $F$ has a nontrivial zero in $V \setminus Z_S$. Then there exist $m$ linearly independent zeros $x_1, \ldots, x_m$ of $F$ in $V \setminus Z_S$ such that

$$H(x_1) \leq H(x_2) \leq \cdots \leq H(x_m), \quad h(x_1) \leq h(x_2) \leq \cdots \leq h(x_m),$$

and for each $1 \leq n \leq m$,

$$H(x_n) \leq h(x_n) \ll H(F)^{\frac{2L+11}{2}} \mathcal{H}(V)^{6L+12},$$

where the implied constant depends only on $K$, $L$, and $M_S$.

As a corollary of Theorem 1.1, we can also obtain a statement on the existence of nested sequences of totally isotropic subspaces of $(V, F)$ of bounded height not contained in $Z_S$.

**Corollary 1.2.** Let $(V, F)$ be the quadratic space of Theorem 1.1. Then for each pair of indices $(n, k)$ with $1 \leq n, k \leq m$, there exists a totally isotropic subspace $W_n^k$ of $(V, F)$ such that $\dim_K W_n^k = k$, $W_n^n \subseteq W_n^{k+1} \subseteq \cdots \subseteq W_n^m$, and $W_n^k \not\subseteq Z_S$ for each $1 \leq k \leq m$; also

$$\mathcal{H}(W_n^m) \ll H(F)^{10L-m+11} \mathcal{H}(V)^{18L+25},$$

In addition, for each $1 \leq k < m$,

$$\mathcal{H}(W_n^k) \ll H(x_n) \mathcal{H}(W_n^m) \ll H(F)^{\frac{2L+11-2m}{2}} \mathcal{H}(V)^{27L+37},$$

where $x_n$ is as in Theorem 1.1. All the implied constants depend only on $K$, $L$, $M_S$, $N$, and $m$. 

We emphasize here that all the implied constants in Theorem 1.1 and Corollary 1.2 are effective, and they will be made explicit in the proofs presented in Section 5. We say a few words about the origins of these constants in Remark 5.1 below.

This paper is organized as follows. In Section 2 we set the notation, define the necessary constants and height functions, and review the basic terminology in the algebraic theory of quadratic forms. One of the main tools we need in the proof of Theorem 1.1 and Corollary 1.2 is a result on the existence of a small-height maximal totally isotropic subspace of a quadratic space. Such a result was obtained over number fields in [25] and in [7] over $\mathbb{Q}$. In Section 3 we prove the function field analog (Theorem 3.1), which provides a key step to the proof of Theorem 1.1 in the function field case. A few technical lemmas are proved in Section 4. We then prove Theorem 1.1, along with Corollary 1.2, in Section 5. Finally, Appendix A contains two variations of Siegel's lemma, another tool used in our main argument: one on small-height basis for a vector space over $K$ outside of a finite union of varieties, generalizing the main result of [8] (Theorem A.1), and an “orthogonal” version of Siegel’s lemma for a bilinear space over a function field (Theorem A.2), which is an analogue of Theorem 2.4 of [6] over a number field and Theorem 6.1 of [7] over $\mathbb{Q}$.

2. Preliminaries

2.1. Notations. We start with some notation, following [8] and [6]. When $K$ is a number field, we write $d = [K : \mathbb{Q}]$ for the global degree of $K$ over $\mathbb{Q}$, $D_K$ for its discriminant, $\omega_K$ for the number of roots of unity in $K$, $r_1$ for its number of real embeddings, and $r_2$ for its number of conjugate pairs of complex embeddings; so $d = r_1 + 2r_2$.

When $K$ is a function field, we fix a $t \in K$ such that $K$ is a finite separable extension of the rational function field $\mathbb{F}_q(t)$. Its global degree is $d = [K : \mathbb{F}_q(t)]$, and the effective degree of $K$ over $\mathbb{F}_q(t)$ is

$$m(K) = \frac{[K : \mathbb{F}_q(t)]}{[k_0 : \mathbb{F}_q]},$$

where $k_0$ is the algebraic closure of $\mathbb{F}_q$ in $K$.

Let $M(K)$ be the set of all places of $K$. For each place $v \in M(K)$, we write $K_v$ for the completion of $K$ at $v$, and let $d_v$ be the local degree of $K$ at $v$, which is $[K_v : \mathbb{Q}_v]$ in the number field case, and $[K_v : \mathbb{F}_q(t)_v]$ in the function field case.

If $K$ is a number field, then for each place $v \in M(K)$ we define the absolute value $| \cdot |_v$ to be the unique absolute value on $K_v$ that extends either the usual absolute value on $\mathbb{R}$ or $\mathbb{C}$ if $v \mid \infty$, or the usual $p$-adic absolute value on $\mathbb{Q}_p$ if $v \mid p$, where $p$ is a prime.

If $K$ is a function field, then all absolute values on $K$ are non-archimedean. For each place $v \in M(K)$, let $\mathfrak{D}_v$ be the valuation ring of $v$ in $K_v$ and $\mathfrak{M}_v$ the unique maximal ideal in $\mathfrak{D}_v$. We choose the unique corresponding absolute value $| \cdot |_v$ such that:

(i) if $1/t \in \mathfrak{M}_v$, then $|t|_v = e$,
(ii) if an irreducible polynomial $p(t) \in \mathfrak{M}_v$, then $|p(t)|_v = e^{-\deg(p)}$.

In both cases, for each non-zero $a \in K$ the following product formula is satisfied:

$$\prod_{v \in M(K)} |a|_v^{d_v} = 1, \quad \text{for all} \ a \in K^\times.$$
If $K$ is a number field and $v|\infty$, then for each positive integer $j$ we define, as in [25],
\[
r_v(j) = \begin{cases} 
\pi^{-1/2} \Gamma(j/2 + 1)^{1/j} & \text{if } v|\infty \text{ is real}, \\
(2\pi)^{-1/2} \Gamma(j + 1)^{1/2j} & \text{if } v|\infty \text{ is complex}, 
\end{cases}
\]
and
\[
B_K(j) = 2|D_K|^{1/2d} \prod_{v|\infty} r_v(j)^{d_v/d}.
\]

It is direct to check that $B_K$ is a non-decreasing function of $j$.

If $K$ is a function field, let $g(K)$ be the genus of $K$, and for any integer $\ell \geq 1$ we define
\[
E_K(\ell) = e^{\frac{\ell(g(K))}{\ell}}.
\]

It is well-known that there exists a unique (up to isomorphism) smooth projective curve $Y$ over $\mathbb{F}_q$ such that $K$ is the field of rational functions on $Y$. We write $n(K)$ for the number of points of $Y$ over $\mathbb{F}_q$, and $h_K$ for the number of divisor classes of degree zero on $Y$. For any integer $j \geq 1$, let
\[
R_K(j) = \frac{n(K) - 1}{2} \left((j - q + 2)h_K\sqrt{n(K)}\right)^{(j - 1)/2} + h_K(n(K) - 1)^{1/2}.
\]

We can now define two quantities $C_K(\ell)$ and $A_K(j)$ which will appear in our various height estimates in the subsequent discussion: for any integer $\ell \geq 1$, let
\[
C_K(\ell) = \begin{cases} 
\left(\frac{2^j}{\pi}\right)^{1/2} |D_K|^{1/\ell} & \text{if } K \text{ is a number field}, \\
\exp\left(\frac{\ell}{m(K)}\right)^{1/\ell} & \text{if } K \text{ is a function field}, 
\end{cases}
\]
and for any integer $j \geq 1$, let
\[
A_K(j) = \begin{cases} 
(j\sqrt{2^{j+1}|D_K|})^{1/2} & \text{if } K \text{ is a number field with } \omega_K \leq j, \\
e^{R_K(j)} & \text{if } K \text{ is a function field with } q \leq j, \\
1 & \text{otherwise}.
\end{cases}
\]

Note that $C_K$ and $A_K$ are non-decreasing functions of $\ell$ and $j$, respectively.

2.2. **Heights.** For each $v \in M(K)$, we define a local height $H_v$ on $K_v^N$ by
\[
H_v(x) = \max_{1 \leq i \leq N} |x_i|_v^{d_v}, \quad \text{for each } x \in K_v^N.
\]

Also, for each $v | \infty$ we define another local height
\[
H_v(x) = \left(\sum_{i=1}^N |x_i|_v^2\right)^{d_v/2} \quad \text{for each } x \in K_v^N.
\]

Then we can define two slightly different global height functions on $K^N$:
\[
H(x) = \left(\prod_{v \in M(K)} H_v(x)\right)^{1/d}, \quad \mathcal{H}(x) = \left(\prod_{v | \infty} H_v(x) \times \prod_{v | \infty} H_v(x)\right)^{1/d},
\]
for each $x \in K^N$. These height functions are *homogeneous*, in the sense that they are defined on the projective space over $K^N$, thanks to the product formula (7). It is easy to see that
\[
H(x) \leq \mathcal{H}(x) \leq \sqrt{N}H(x).
\]
Notice that in case \( K \) is a function field, \( M(K) \) contains no archimedean places, and so \( H(x) = \mathcal{H}(x) \) for all \( x \in K^N \). We also define the inhomogeneous height
\[
h(x) = H(1, x),
\]
which generalizes the Weil height on algebraic numbers. Clearly, \( h(x) \geq H(x) \) for each \( x \in K^N \). We extend the height functions \( H \) and \( h \) to polynomials by evaluating the height of their coefficient vectors.

If \( X \) is a matrix with \( x_1, \ldots, x_L \) as its columns, then \( \mathcal{H}(X) \) is always the height \( \mathcal{H}(x_1 \wedge \cdots \wedge x_L) \), where \( x_1 \wedge \cdots \wedge x_L \) is viewed as a vector in \( K(L) \) under the standard embedding. More specifically, the coordinates of this vector are determinants of \( L \times L \) minors of \( X \), and we define
\[
H_v(X) = H_v(x_1 \wedge \cdots \wedge x_L)
\]
for each non-archimedean place \( v \in M(K) \), as well as
\[
\mathcal{H}_v(X) = \mathcal{H}_v(x_1 \wedge \cdots \wedge x_L)
\]
for each archimedean place \( v \in M(K) \). Then
\[
\mathcal{H}(X) = \left( \prod_{v \nmid \infty} H_v(X) \times \prod_{v \mid \infty} \mathcal{H}_v(X) \right)^{1/d}.
\]

Let \( V \) be an \( L \)-dimensional subspace of \( K^N \). Then there exist \( N \times L \) matrix \( X \) and \( (N - L) \times N \) matrix \( A \), both are over \( K \), such that
\[
V = \{ Xt : t \in K^L \} = \{ x \in K^N : Ax = 0 \}.
\]
The Brill-Gordan duality principle \([10]\) (also see Theorem 1 on page 294 of \([11]\)) implies that \( \mathcal{H}(X) = \mathcal{H}(A^t) \), and \( \mathcal{H}(V) \) is defined to be this common value. Due to the product formula, this global height does not depend on the choice of the basis. This coincides with the choice of heights in \([1]\). When \( K \) is a function field, \( M(K) \) contains only non-archimedean places, and so we will also write \( H(V) \) instead of \( \mathcal{H}(V) \). Finally, we may also write \( H_v(V) \) or \( \mathcal{H}_v(V) \) for the local heights of a basis matrix of \( V \) when the choice of this matrix is clear.

Let
\[
\delta = \begin{cases} 
1 & \text{if } K \text{ is a number field,} \\
0 & \text{if } K \text{ is a function field.}
\end{cases}
\]

We will also need a few technical lemmas detailing some basic properties of heights. The first one bounds the height of a linear combination of vectors.

**Lemma 2.1.** For \( \xi_1, \ldots, \xi_L \in K \) and \( x_1, \ldots, x_L \in K^N \),
\[
H \left( \sum_{i=1}^L \xi_i x_i \right) \leq h \left( \sum_{i=1}^L \xi_i x_i \right) \leq L^\delta h(\xi) \prod_{i=1}^L h(x_i),
\]
where \( \xi = (\xi_1, \ldots, \xi_L) \in K^L \), and \( \delta \) is as in (14) above.

The second one is an adaptation of Lemma 4.7 of \([16]\) to our choice of height functions, using (13).
Lemma 2.2. Let $V$ be a subspace of $K^N$, $N \geq 2$, and let subspaces $U_1,\ldots,U_n \subseteq V$ and vectors $x_1,\ldots,x_m \in V$ be such that
\[ V = \text{span}_K \{ U_1,\ldots,U_n,x_1,\ldots,x_m \}. \]
Then
\[ \mathcal{H}(V) \leq N^{\delta m/2} \mathcal{H}(U_1) \cdots \mathcal{H}(U_n) \mathcal{H}(x_1) \cdots \mathcal{H}(x_m), \]
where $\delta$ is as in (14) above.

The next one is an adaptation of Lemma 2.3 of [6] to our choice of height functions, using (13).

Lemma 2.3. Let $X$ be a $J \times N$ matrix over $K$ with row vectors $x_1,\ldots,x_J$, and let $F$ be a symmetric bilinear form in $N$ variables over $K$ (we also write $F$ for its $N \times N$ coefficient matrix). Then
\[ \mathcal{H}(XF) \leq N^{3J\delta/2} H(F)^J \prod_{i=1}^J H(x_i), \]
where $\delta$ is as in (14) above.

The next one is Lemma 2.2 of [6] over any global field.

Lemma 2.4. Let $U_1$ and $U_2$ be subspaces of $K^N$. Then
\[ \mathcal{H}(U_1 \cap U_2) \leq \mathcal{H}(U_1) \mathcal{H}(U_2). \]

Remark 2.1. It should be remarked that a stronger version of inequality (15) has been produced in [20] and [22], specifically:
\[ \mathcal{H}(U_1 + U_2) \mathcal{H}(U_1 \cap U_2) \leq \mathcal{H}(U_1) \mathcal{H}(U_2). \]
Unfortunately, for our purposes using the stronger inequality (16) instead of (15) does not seem to have an immediate benefit: while the bounds come out considerably more complicated and hard to read, it is not clear how much better they are, since the quantity $\mathcal{H}(U_1 + U_2)$ is usually hard to estimate non-trivially from below.

Remark 2.2. An important observation is that due to the normalizing exponent $1/d$ in (12) all our heights are absolute, meaning that they do not depend on the number field or function field of definition. In particular, we can extend their definitions to the algebraic closure of $K$. Lemmas 2.1 - 2.4 also hold verbatim with $K$ replaced by the algebraic closure of $K$.

2.3. Quadratic Forms. Here we introduce some basic language of quadratic forms which are necessary for subsequent discussion. For an introduction to the subject, the readers are referred to, for instance, Chapter 1 of [17]. For the sake of more generality, we allow $K$ to be any field of characteristic not 2. We write
\[ F(X,Y) = \sum_{i=1}^N \sum_{j=1}^N f_{ij} X_i Y_j \]
for a symmetric bilinear form in $2N$ variables with coefficients $f_{ij} = f_{ji}$ in $K$, and $F(X) = F(X,X)$ for the associated quadratic form in $N$ variables; we also use $F$ to denote the symmetric $N \times N$ coefficient matrix $(f_{ij})_{1 \leq i,j \leq N}$. In particular, we write $H(F)$ for the height $H$ of the matrix $F$ viewed as a vector in $K^{N^2}$, as in our discussion above. Let $V$ be an $L$-dimensional subspace of $K^N$. Then $F$ is also defined on $V$, and we write $(V,F)$ for the corresponding quadratic space.
A point \( x \) in a subspace \( U \) of \( V \) is called singular if \( F(x, y) = 0 \) for all \( y \in U \), and it is called nonsingular otherwise. For each subspace \( U \) of \( (V, F) \), its radical is the set
\[
U^\perp := \{ x \in U : F(x, y) = 0 \ \forall \ y \in U \},
\]
which is the subspace of all singular points in \( U \). We define \( \lambda(U) := \dim_K U^\perp \), and will write \( \lambda \) to denote \( \lambda(V) \). A subspace \( U \) of \( (V, F) \) is called regular if \( \lambda(U) = 0 \).

A point \( 0 \neq x \in V \) is called isotropic if \( F(x) = 0 \), and anisotropic otherwise. A subspace \( U \) of \( V \) is called isotropic if it contains an isotropic point, and it is called anisotropic otherwise. A totally isotropic subspace \( W \) of \( (V, F) \) is an isotropic subspace such that for all \( x, y \in W \), \( F(x, y) = 0 \). If \( (V, F) \) is isotropic, then all maximal totally isotropic subspaces of \( (V, F) \) contain \( V^\perp \) and have the same dimension.

If two subspaces \( U_1 \) and \( U_2 \) of \( (V, F) \) are orthogonal, we write \( U_1 \perp U_2 \) for their orthogonal sum. If \( U \) is a regular subspace of \( (V, F) \), then \( V = U \perp (\perp_V (U)) \) and \( U \cap (\perp_V (U)) = \{0\} \), where
\[
\perp_V (U) := \{ x \in V : F(x, y) = 0 \ \forall \ y \in U \}
\]
is the orthogonal complement of \( U \) in \( V \). Two vectors \( x, y \in V \) are called a hyperbolic pair if \( F(x) = F(y) = 0 \) and \( F(x, y) \neq 0 \); the subspace \( H(x, y) := \text{span}_K \{ x, y \} \) that they generate is regular and is called a hyperbolic plane. An orthogonal sum of hyperbolic planes is called a hyperbolic space. Every hyperbolic space is regular. It is well known that there exists an orthogonal Witt decomposition of the quadratic space \( (V, F) \) of the form
\[
V = V^\perp \perp H_1 \perp \cdots \perp H_\omega \perp U,
\]
where \( H_1, \ldots, H_\omega \) are hyperbolic planes, and \( U \) is an anisotropic subspace which is determined uniquely up to isometry. The integer \( \omega \) is called the Witt index of \( (V, F) \). The rank of \( F \) on \( V \) is \( r := L - \omega \).

3. Quadratic forms over function fields

In this section we establish the following analogue of Vaaler’s result [25] on small-height totally isotropic subspaces of a quadratic space over a function field \( K \). Not only it fills a void in the literature but also establishes the existence of a small-height zero as a corollary, which will be a key initial step of the proof of our main results in the function field case.

**Theorem 3.1.** Let \( K \) be a function field, and let \( F \) be a nonzero quadratic form in \( K[X_1, \ldots, X_N] \). Let \( V \subseteq K^N \) be an \( L \)-dimensional vector space, \( 1 \leq L \leq N \). Suppose that the quadratic space \( (V, F) \) has a totally isotropic subspace of dimension \( \ell \geq 1 \), where \( \ell \) is greater than the dimension of the radical of \( (V, F) \). Then there exists a totally isotropic subspace \( A \subseteq V \) of dimension \( \ell \) such that
\[
H(A) \leq q^{(L-\ell)^2 g(K)/d} H(F)^{(L-\ell)/2} H(V).
\]

For any \( v \in M(K) \), and let \( X \subseteq K^N_v \) be an \( L \)-dimensional subspace, \( 1 \leq L \leq N \). Let \( x_1, \ldots, x_L \) be a basis for \( X \) and \( X = (x_1 \ldots x_L) \) the corresponding \( N \times L \) basis matrix. For a subset \( J \) of \( \{1, \ldots, N\} \) of cardinality \( L \), define \( JX \) to be the \( L \times L \) submatrix of \( X \) consisting of the rows indexed by \( J \). Let \( J = J_v \) be such a

subset so that $|\det(JX)|_v$ is maximal. We define a matrix $P_v = P_v(X)$ as in (4.3) of [25]:

$$P_v = X(JX)^{-1} J(1_N),$$

where $1_N$ is the $N \times N$ identity matrix. As indicated in [25], $P_v$ depends only on $X$ and not on the choice of a basis matrix $X$, and it acts as a projection operator from $K_v^N$ onto $X$ (by left multiplication) which fixes $X$ point-wise. With this notation, we can now state some further useful properties of $P_v$, all can be proved in the same way as their counterparts in [25]. The readers are reminded that the heights $H$ and $\mathcal{H}$ are the same over a function field, since there are no archimedean places.

**Lemma 3.2.** Let $Q_v = \frac{1}{2}(1_N + P_v)$, then:

(i) $H_v(x) = \max\{H_v(P_vx), H_v((1_N - P_v)x)\}$ for any $x \in K_v^N$,

(ii) $h_v(x) = H_v(Q_vx)$ for any $x \in K_v^N$,

(iii) $H_v(Y) = H_v(Q_vY)$ for any $N \times L$ matrix $Y$ over $K_v$ with $1 \leq \text{rank}(Y) = L \leq N$.

*Proof.* See Lemma 7 (ii), Lemma 8 (iii), and Lemma 9 (iii) of [25].

**Lemma 3.3.** [25, Lemma 4] Let $X$ be a matrix whose columns form a basis of $X$, as above, and let $M$ be an integer such that $L < M \leq N$. If $Y$ is an $N \times (M - L)$ matrix over $K_v$ so that $C = (X Y)$ is an $N \times M$ matrix of rank $M$, then

$$H_v(C) = H_v(X)H_v((1_N - P_v)Y).$$

Next, we will need an adelic version of Minkowski’s successive minima theorem over function fields, as established in [23]. For each $v \in M(K)$, let $\mu_v$ be the Haar measure on $K_v$ such that $\mu_v(O_v) = 1$. Let $K_\mathbb{A}$ be the ring of adeles of $K$. We choose a Haar measure $\mu_K$ on $K_\mathbb{A}$ which is given by

$$\mu_K = q^{1-g(K)} \prod_v \mu_v.$$ 

We denote the corresponding product measures on $K_v^N$ and $K_\mathbb{A}^N$ by $\mu_v^N$ and $\mu_K^N$ respectively.

A measurable subset $S \subseteq K_v^N$ is called a *coherent system of $O_v$-lattices* (see p. 97 of [27]) if $S = \prod_v S_v$, such that each $S_v$ is an $O_v$-lattice on $K_v^N$ and $S_v = O_v^N$ for all but finitely many $v$. For an $A \in GL_N(K_\mathbb{A})$, we define the successive minima of $S$ with respect to $A$ as in [23]:

$$\lambda_i(S, A) = \inf_{a \in K_\mathbb{A}^N} \{|a|_A : \text{dim}_K (\text{span}_K (aS \cap AK^N)) \geq i\},$$

for each $i = 1, \ldots, N$, where $|a|_A := \prod_v |a_v|_v$ for each $a = (a_v) \in K_\mathbb{A}^N$.

**Theorem 3.4.** Let $S$ be a coherent system of $O_v$-lattices in $K_\mathbb{A}^N$, and let $A \in GL_N(K_\mathbb{A})$. Then

$$\mu_K^N(S) \prod_{i=1}^N \lambda_i(S, A) \leq q^N |\det(A)|_A.$$

*Proof.* This is essentially Corollary 1 of [23], even though only the case $S = \prod_v O_v^N$ is proved there. For each $v \in M(K)$, let $B_v \in GL_N(K_v)$ be such that $B_vS_v = O_v^N$. For all but finitely many $v$, $S_v = O_v^N$, and hence $|\det(B_v)|_v = 1$. Thus $B = (B_v) \in GL_N(K_\mathbb{A})$. It is clear that $\lambda_i(S, A) = \lambda_i(\prod_v O_v^N, BA)$ for all $i$. On the other hand,
\(\mu_R^\mathcal{N}(\prod_v \Omega_v^\mathcal{N}) = \mu_R^\mathcal{N}(BS) = |\det(B)|_R \mu_R^\mathcal{N}(S)\). The result then follows immediately from Corollary 1 of [23]. □

Next let \(F\) be a nonzero quadratic form in \(K[X_1, \ldots, X_N]\) and let \(V \subseteq K^N\) be an \(L\)-dimensional vector space, \(1 \leq L \leq N\). Suppose that the quadratic space \((V, F)\) has a totally isotropic subspace of dimension \(\ell \geq 1\). Among all the totally isotropic subspaces of dimension \(\ell\) in \(V\), let \(\mathcal{A}\) be one with the smallest height (such a subspace exists by the Northcott finiteness property). For each \(v \in M(K)\), let \(\mathcal{P}_v = P_v(\mathcal{A})\) be the projection of \(K^N\) onto \(\mathcal{A}_v\), the completion of \(\mathcal{A}\) at \(v\), as defined in (20) above. We will assume throughout that \(\ell\) is strictly larger than the dimension of \(V\), the radical of \((V, F)\). Then \(\perp_V(\mathcal{A})\), defined as in (17), is a proper subspace of \(V\): otherwise \(\mathcal{A} \subseteq V\), which is not possible by comparing their dimensions.

**Proposition 3.5.** Let \(b\) be a vector in \(V \setminus (\perp_V(\mathcal{A}))\) and let \(\mathcal{B}\) be the \((\ell + 1)\)-dimensional subspace of \(V\) spanned by \(\mathcal{A}\) and \(b\). Then there exists an \(\ell\)-dimensional totally isotropic subspace \(\mathcal{A}' \subseteq \mathcal{B}\) such that

(i) \(\dim(\mathcal{A} \cap \mathcal{A}') = \ell - 1\),

(ii) \(H(\mathcal{A})^2 \leq H(\mathcal{A})H(\mathcal{A}') \leq H(F)H(\mathcal{B})^2\).

In addition, the following inequality is satisfied:

(iii) \(1 \leq H(F)\prod_{v \in M(K)} H_v((1_N - P_v)b)^{2/d}\).

**Proof.** Since \(b \notin \perp_V(\mathcal{A})\), the quadratic space \((\mathcal{B}, F)\) is isometric to the orthogonal sum of a hyperbolic plane and a radical of dimension \(\ell - 1\). Therefore, \(\mathcal{B}\) has exactly two \(\ell\)-dimensional totally isotropic subspaces. One is \(\mathcal{A}\), and we call the other \(\mathcal{A}'\). Note that \(\mathcal{A} \cap \mathcal{A}'\) is the radical of \(\mathcal{B}\), which implies (i). For each \(v \in M(K)\), let \(P_v'\) be the projection of \(K^N\) onto \(\mathcal{A}'_v\), the completion of \(\mathcal{A}'\) at \(v\), as defined in (20) above.

Now we select a vector \(y \in \mathcal{B} \setminus (\mathcal{A} \cup \mathcal{A}')\). Then \(y\) is anisotropic and \(y = a + \beta b\) for some \(a \in \mathcal{A}\) and \(\beta \in K^\times\). Following the argument in [26, Page 679], we see that equation (4.7) of [26] implies

\[0 \neq F(y) = 2\beta F(Q_v((1_N - P_v')y, (1_N - P_v)b),\]

and hence by Lemma 3.2

\[1 = \prod_v [(2\beta)^{-1}F(y)]^{1/d}_v \leq H(F)\left\{\prod_v H_v(Q_v((1_N - P_v')y)\right\}^{1/d} \left\{\prod_v H_v((1_N - P_v)b)\left\}^{1/d\right.} \leq H(F)\left\{\prod_v H_v((1_N - P_v')y)\right\}^{1/d} \left\{\prod_v H_v((1_N - P_v)b)\right\}^{1/d} \cdot\]

Multiplying both sides of the inequality by \(H(\mathcal{A})H(\mathcal{A}')\) and applying Lemma 3.3 we obtain (ii) and (iii). □

**Remark 3.1.** Notice that the proof of part (iii) of Proposition 3.5 holds when \(\mathcal{A}\) is any totally isotropic subspace of \((V, F)\). We will use (iii) in this more general context in the proof of Lemma 3.10 below.
Proposition 3.6. Let $U \subset V$ be an $m$-dimensional subspace, $1 \leq m < L$. For each $v \in M(K)$, let $P_v(U)$ be the projection of $K_v^N$ onto $U_v$, the completion of $U$ at $v$, as defined in (20) above. There exist $L - m$ linearly independent vectors $b_1, \ldots, b_{L-m}$ in a (vector space) complement of $U$ in $V$ such that

$$\prod_{i=1}^{L-m} \prod_v H_v((1_N - P_v(U))b_i)^{1/d} \leq q^{(L-m)g(K)/d} \left( \frac{H(V)}{H(U)} \right).$$

Proof. Let $Y$ be an $N \times (L - m)$ matrix whose columns form a basis of a (vector space) complement of $U$ in $V$. For each $v \in M(K)$, let

$$S_v = \{ u \in K_v^{L-m} : (1_N - P_v(U))Y u \in \Omega_v^N \}.$$  

The $N \times (L - m)$ matrix $T_v := (1_N - P_v(U))Y$ has rank $L - m$. For, if $(1_N - P_v(U))Y u = 0$, then $Y u \in U$, which implies that $u = 0$. Moreover,

$$H_v(V) = H_v(U)H_v(T_v)$$

by Lemma 3.3.

Fix $v \in M(K)$. By rearranging the coordinates if necessary, we may assume that $|\det(J_{T_v})|_v = H_v(T_v)$ where $J = \{1, \ldots, L - m\}$. Then the matrix $W_v := T_v(j T_v^{-1})$ has the identity matrix $1_{L-m}$ on top, and $|\det J_{W_v}|_v \leq 1$ for all $J \subseteq \{1, \ldots, N\}$ of size $L - m$. Particularly, this is true for

$$J = \{1, \ldots, \ell - 1, \ell + 1, \ldots, L - m, L - m + j\}$$

where $1 \leq \ell \leq L - m$ and $1 \leq j \leq N - (L - m)$. However, for this choice of $J$, $\pm \det J_{W_v}$ is the $(\ell, j)$-entry of $W_v$. Thus, all the entries of $W_v$ are in $\Omega_v$. This shows $W_v = A_v$ for all $v$. Then $S := \prod_v S_v$ is a coherent system of $\Omega_v$-lattices in $K_v^{L-m}$. Moreover,

$$\mu_v^{L-m}(S_v) = |\det(J_{T_v})|_v^{-1} = H_v((1_N - P_v(U))Y)^{-1}.$$

As a result,

$$\mu_v^{L-m}(S) = q^{(L-m)(1-g(K))} \prod_v H_v((1_N - P_v(U))Y)^{-1} = q^{(L-m)(1-g(K))} \left( \frac{H(U)}{H(V)} \right)^d.$$

By Theorem 3.4, the successive minima $\lambda_1, \ldots, \lambda_{L-m}$ of $S$ with respect to the identity element $(1_{L-m})_{v \in M(K)} \in GL_{L-m}(K_A)$ satisfy

$$\lambda_1 \cdots \lambda_{L-m} \leq q^{L-m} \mu_v^{L-m}(S)^{-1} = q^{(L-m)g(K)} \left( \frac{H(V)}{H(U)} \right)^d.$$

Let $\{u_1, \ldots, u_{L-m}\}$ be a set of linear independent vectors associated with the successive minima. In particular, for $i = 1, \ldots, L - m$, we have

$$H_v((1_N - P_v(U))Y u_i) \leq \lambda_i.$$

The proposition now follows by setting $b_i = Y u_i$ for $i = 1, \ldots, L - m$. \qed

Corollary 3.7. There exists a nonzero vector $b \in V$ such that

(i) the subspace $B := \text{span}_K \{A, b\} \subseteq V$ has dimension $\ell + 1$,

(ii) the vectors $(1_N - P_v)b$, $v \in M(K)$, satisfy

$$\prod_v H_v((1_N - P_v)b)^{1/d} \leq q^{(L-\ell)g(K)/d} \left( \frac{H(V)}{H(A)} \right)^{1/(L-\ell)}.$$
the subspace \( B \) satisfies
\[
H(B) \leq q^{(L-\ell)g(K)/d} H(A)^{1-1/(L-\ell)} H(V)^{1/(L-\ell)}.
\]

**Proof.** Let \( b_1, \ldots, b_{L-\ell} \) be the vectors obtained in Proposition 3.6 with \( U = A \) and \( m = \ell \), and arrange them so that
\[
\prod_v H_v((1 - P_v) b_1) \leq \prod_v H_v((1 - P_v) b_2) \leq \cdots \leq \prod_v H_v((1 - P_v) b_{L-\ell}).
\]
Then set \( b = b_1 \). Statements (i) and (ii) are then clear, while statement (iii) follows by a direct application of Lemma 3.3. \( \square \)

**Proof of Theorem 3.1.** Combine Proposition 3.5 (ii) with Corollary 3.7 (iii). \( \square \)

Using the function field version of Siegel's lemma [24, Corollary 2], we deduce the following results on zeros of \( F \) of small height.

**Corollary 3.8.** Let \( A \) be the subspace of \( V \) obtained in Theorem 3.1. There exists a basis \( x_1, \ldots, x_\ell \) of \( A \) such that
\[
(21) \quad \prod_{i=1}^\ell H(x_i) \leq q^{(L^2-\ell^2)g(K)/2d} H(F)^{(L-\ell)/2} H(V).
\]
In particular, if \( \ell \) is the dimension of a maximal totally isotropic subspace of \( V \), then \( V \) contains an isotropic vector \( a \) satisfying
\[
(22) \quad H(a) \leq q^{(L^2-\ell^2)g(K)/2d} H(F)^{(L-\ell)/2} H(V)^{1/\ell}.
\]

**Proof.** Inequality (21) follows by combining Corollary 2 of [24] with our Theorem 3.1. Now (22) follows from (21) by taking \( A \) to be a maximal totally isotropic subspace of small height and letting \( a \) be the vector of smallest height among \( x_1, \ldots, x_\omega \). \( \square \)

Under our assumptions on the quadratic space \( (V, F) \), every maximal totally isotropic subspace of \( V \) must properly contain the radical of \( (V, F) \). In other words, \((V, F)\) always contains a nonsingular vector.

**Corollary 3.9.** There exists a nonsingular isotropic vector \( a \in V \) such that
\[
H(a) \leq h(a) \leq q^{(2L^2-3L+2)g(K)/d} H(F)^{(L-1)/2} H(V).
\]

**Proof.** In Corollary 3.8, one of the \( x_i \)'s must be nonsingular. Then one of the coordinates of \( x_i \) must be nonzero, say \( x_{ij} \neq 0 \) for some \( 1 \leq j \leq N \). Define \( a = \frac{1}{x_{ij}} x_i \), then \( a \) is again a nonsingular zero of \( F \) in \( V \), one of which coordinates is equal to 1. Hence
\[
h(a) = H(a) = H(x_i),
\]
by the product formula. Then the corollary follows immediately from Corollary 3.8, as \( 1 \leq \ell \leq L-1 \). \( \square \)

We can also produce a bound on the height of the radical of a quadratic space over a function field, which we will use in our main argument.

**Lemma 3.10.** Suppose that the quadratic space \( (V, F) \) has rank \( 1 \leq r < L \). Then
\[
(23) \quad H(V^\perp) \leq q^{rg(K)/d} H(F)^{r/2} H(V).
\]
Proof. The argument is identical to the proof of Theorem 2 of [26], using our Proposition 3.6 instead of Theorem 10 of [25].

Remark 3.2. The analogue of (23) over number fields was established in Theorem 1.3 of [6]; specifically,

\[(24) \quad \mathcal{H}(V^\perp) \leq B_K(r)H(F)^{r/2}\mathcal{H}(V)\]

where the constant $B_K(r)$ is defined by (8) above.

4. Technical Lemmas

In this section, we establish a few technical lemmas which will be essential in the proofs of Theorem 1.1 and Corollary 1.2. We start with a non-vanishing lemma for polynomials, which is a generalization of Theorem 3.1 of [5]. For brevity, we will write $X$ for the variable vector $(X_1, \ldots, X_N)$ and $K[X]$ for $K[X_1, \ldots, X_N]$.

Lemma 4.1. Let $N, D \geq 1$ be integers and let $P(X) \in K[X]$ be a nonzero polynomial with degree less than or equal to $D$. Then there exists $z \in K^N$ such that $P(z) \neq 0$ and

\[h(z) \leq A_K(D),\]

where $A_K(D)$ is defined by (11).

Proof. The conclusion of the lemma follows immediately from Lemma 4.1 of [8] combined with the argument in Section 7 of [8] (in particular, see formulas (44) and (45) of [8], and the paragraph after [8, Remark 7.2]).

We will also need a technical lemma providing an upper bound on the height of a restriction of a polynomial to a subspace.

Lemma 4.2. Let $N, D \geq 1$ be integers and let $P(X) \in K[X]$ be a polynomial of degree $D$. Let $V \subseteq K^N$ be an $L$-dimensional subspace, $1 \leq L \leq N$, such that $P$ is not identically zero on $V$. Let $x_1, \ldots, x_L$ be a basis for $V$ over $K$, write $A$ for the $N \times L$ basis matrix $(x_1, \ldots, x_L)$, and define

\[P_A(Y_1, \ldots, Y_L) = P(Y_1x_1 + \cdots + Y_Lx_L) \in K[Y_1, \ldots, Y_L],\]

so that $P_A$ is a restriction of $P$ to $V$. Then $P_A$ is a polynomial of degree $D$ in $L$ variables over $K$, and

\[(25) \quad H(P_A) \leq L^{\delta_D}H(P)\prod_{i=1}^L h(x_i)^D,\]

where $\delta$ is as in (14).

Proof. Notice that

\[P_A(Y_1, \ldots, Y_L) = P \left( \sum_{i=1}^L x_{i1}Y_1, \ldots, \sum_{i=1}^L x_{iL}Y_L \right),\]

and so for each $v | \infty$,

\[H_v(P_A) \leq L^D H_v(P) \max_{1 \leq i \leq L, 1 \leq j \leq N} |x_{ij}|_v^{D_d} \leq L^D H_v(P) \prod_{i=1}^L H_v(1, x_i)^D,\]
Lemma 4.3. Let \( a \) be a hyperbolic plane. Then (25) follows by taking a product over all places of \( K \) while keeping in mind that function fields have no archimedean places.

We will also need a lemma on the existence of a small-height hyperbolic pair in a given hyperbolic plane.

**Lemma 4.3.** Let \( F \) be a symmetric bilinear form in \( 2N \) variables over \( K \). Let \( \mathbb{H} \subseteq K^N \) be a hyperbolic plane with respect to \( F \). Then there exists a hyperbolic pair \( x, y \) for \( \mathbb{H} \) such that

\[
H(x) \leq h(x) \leq \begin{cases} 
2\sqrt{2} B_K(1)^2 H(F)^\frac{1}{2} \mathcal{H}(\mathbb{H}) & \text{for number field,} \\
q^{g(K)/d} H(F)^\frac{3}{2} \mathcal{H}(\mathbb{H}), & \text{for function field,}
\end{cases}
\]

as well as

\[
H(y) \leq h(y) \leq \begin{cases} 
24\sqrt{2} N^2 (B_K(1)G_K)^2 H(F)^\frac{3}{2} \mathcal{H}(\mathbb{H})^3 & \text{for number field,} \\
q^{g(K)/d} H(F)^\frac{3}{2} \mathcal{H}(\mathbb{H})^3 & \text{for function field,}
\end{cases}
\]

where the constant \( G_K \) is \( \mathcal{E}_K(2)^{1-\delta} A_K(2)C_K(2) \).

**Proof.** The hyperbolic plane \( (\mathbb{H}, F) \) is a regular 2-dimensional isotropic subspace of \( K^N \). Therefore Corollary 2 of [25] (when \( K \) is a number field) and Corollary 3.8 above (when \( K \) is a function field) imply the existence of \( \mathbf{0} \neq \mathbf{x} \in \mathbb{H} \) such that \( F(\mathbf{x}) = 0 \) and the height of \( \mathbf{x} \) is bounded as in (26). Now Theorem 1.4 of [8] guarantees the existence of a point \( \mathbf{z} \in \mathbb{H} \) such that \( F(\mathbf{z}) \neq 0 \) and

\[
H(\mathbf{z}) \leq h(\mathbf{z}) \leq 2\mathcal{E}_K(2)^{1-\delta} A_K(2)C_K(2)\mathcal{H}(\mathbb{H}).
\]

Since \( F(\mathbf{x}) = 0 \) and \( F(\mathbf{z}) \neq 0 \), it must be true that \( \mathbf{x} \) and \( \mathbf{z} \) are linearly independent, and hence span \( \mathbb{H} \). Therefore we must have \( F(\mathbf{x}, \mathbf{z}) \neq 0 \), since \( (\mathbb{H}, F) \) is regular. Then define

\[
\mathbf{y} = F(\mathbf{z})\mathbf{x} - 2F(\mathbf{x}, \mathbf{z})\mathbf{z}.
\]

Clearly, \( \mathbb{H} = \text{span}_K \{\mathbf{x}, \mathbf{y}\} \), and it is easy to check that \( F(\mathbf{y}) = 0 \). Once again, regularity of \( (\mathbb{H}, F) \) implies that \( F(\mathbf{x}, \mathbf{y}) \neq 0 \), and so \( \mathbf{x}, \mathbf{y} \) is a hyperbolic pair for \( \mathbb{H} \). Finally, we need to produce an estimate on the height of \( \mathbf{y} \). In case \( K \) is a number field, Lemma 2.3 of [5] implies that

\[
H(\mathbf{y}) \leq h(\mathbf{y}) \leq 3N^2 H(F)h(\mathbf{x})h(\mathbf{z})^2.
\]

If \( K \) is a function field, the argument in the proof of Lemma 2.3 of [5] implies that

\[
H(\mathbf{y}) \leq h(\mathbf{y}) \leq H(F)h(\mathbf{x})h(\mathbf{z})^2,
\]

since \( K \) has no archimedean absolute values. Combining estimates of (29), (30) with (26) and (28) produces (27). \( \square \)

Our next lemma, which works for any field, establishes a basic divisibility property of a polynomial with respect to any fixed monomial ordering.
Lemma 4.4. Let $K$ be any field, and let $P_1(X), P_2(X) \in K[X]$ be two polynomials in $N \geq 1$ variables over $K$. Fix any monomial ordering. Then there exist polynomials $P'_i(X), R(X) \in K[X]$ such that

$$P_1(X) = P'_1(X) + R(X)P_2(X),$$

and the leading monomial of $P_2(X)$, with respect to our chosen monomial ordering, does not divide any monomial of $P'_1(X)$.

Proof. Let us write $\mathfrak{L}(P_2)$ for the leading monomial of $P_2(X)$ with respect to the chosen monomial order. If $\mathfrak{L}(P_2)$ does not divide any monomial of $P_1$, then set $P'_1(X) = P_1(X)$ and $R(X) = 0$, and (31) follows. Hence we may assume that $\mathfrak{L}(P_2)$ divides at least one monomial of $P_1(X)$. Among all such monomials, let $c_{a_0}X^{a_0} := c_{a_0}X_1^{a_{10}} \ldots X_N^{a_{N0}}$ be the leading one with respect to our chosen monomial order, where $a_0 = (a_{01}, \ldots, a_{0N}) \in \mathbb{Z}_{\geq 0}$ and $c_{a_0} \in K$. Define

$$g_1(X) = P_1(X) - \frac{c_{a_0}X^{a_0}}{\mathfrak{L}(P_2)} P_2(X).$$

Now for each $i \geq 1$, let $a_i \in \mathbb{Z}_{\geq 0}$ be such that $c_{a_i}X^{a_i}$ is the leading monomial of $g_i(X)$ divisible by $\mathfrak{L}(P_2)$. If such monomial exists, define

$$g_{i+1}(X) = g_i(X) - \frac{c_{a_i}X^{a_i}}{\mathfrak{L}(P_2)} P_2(X).$$

Notice that the set of vectors $a_i$ as above forms a discrete subset of $\mathbb{R}^N$, which is decreasing with respect to the $L_1$-norm

$$|z|_1 := |z_1| + \cdots + |z_N|,$

and is bounded from below by 0, hence it must be a finite set. This means that the process we described terminates, and so there exists some positive integer $k$ such that no monomial of $g_k(X)$ is divisible by $\mathfrak{L}(P_2)$. Therefore

$$P_1(X) = g_k(X) + \sum_{i=1}^{k-1} \frac{c_{a_i}X^{a_i}}{\mathfrak{L}(P_2)} P_2(X),$$

and so (31) holds with

$$P'_i(X) = g_k(X), \quad R(X) = \sum_{i=1}^{k-1} \frac{c_{a_i}X^{a_i}}{\mathfrak{L}(P_2)},$$

both having the required properties. $\square$

For the variable vector $X$ and any string of increasing indices $I$ from $\{1, \ldots, N\}$, we write $iX$ for the vector of variables obtained by removing all $X_i$ from $X$ whenever $i \in I$. The notation $iK^{N-|I|}$ denotes the vector space $K^{N-|I|}$ with coordinates indexed by the indices not in $I$. For instance, a typical vector $w \in iK^{N-1}$ is written as $w = (w_2, w_3, \ldots, w_N)$. The next lemma establishes the existence of zeros of especially small height for polynomials of arbitrary degree away from a hypersurface, provided the polynomial in question is of a particular form.

Lemma 4.5. Let $N \geq 3$ be an integer, and let $Q(X) \in K[X]$ be a polynomial of the form

$$Q(X) = X_iX_j(c + Q_1(ijX)) + Q_2(ijX)$$

(32)
for some indices $1 \leq i < j \leq N$, where $0 \neq c \in K$ and $Q_1, Q_2$ are polynomials in the $N - 2$ variables $i_X$. Let $P(X) \in K[X]$ be a polynomial such that there exists $0 \neq z \in K^N$ with $Q(z) = 0$ and $P(z) \neq 0$. Then there exists such a $z$ with

$$H(z) \leq h(z) \leq A_K(\deg(P) + \deg(Q) + 1) \leq A_K(\deg(P) + 1),$$

where $A_K$ is the function defined by (11) above.

Proof. There is no harm to assume at the outset that $i = 1$ and $j = 2$. Let us choose a monomial ordering with respect to which the leading monomial of $Q(X)$ contains the product $X_1X_2$. Then Lemma 4.4 guarantees the existence of polynomials $P'(X), R(X) \in K[X]$ such that $P = P' + RQ$ and $X_1X_2$ does not divide $P'(X)$. Since for any $z \in K^N$ with $Q(z) = 0$, $P(z) = P'(z)$, we can assume from the start that $X_1X_2$ does not divide $P(X)$, by replacing $P$ with $P'$ if necessary. Then we can write $P(X)$ in the form

$$P(X) = X_1^k G_1(2X) + G_2(1X),$$

for some positive integer $k$ and $(N - 1)$-variable polynomials $G_1(2X), G_2(1X)$, where $G_1(2X)$ is either identically zero or has a monomial not divisible by $X_1$. First assume that $G_1$ is the zero polynomial. Then $X_1$ does not divide any monomial of $P$, meaning that $P(X) = G_2(1X)$ is a nonzero polynomial in the $N - 1$ variables $i_X$. For the nonzero polynomial $G_2(1X)X_2(c + Q_1(12X))$, Lemma 4.1 implies that there exists $w \in iK^{N-1}$ such that

$$G_2(w)w_2(c + Q_1(2w)) \neq 0,$$

where $2w := (w_3, \ldots, w_N)$, with

$$h(w) \leq A_K(\deg(P) + \deg(Q_1) + 1) \leq A_K(\deg(PQ)).$$

Then, for this choice of $w$, let

$$z_1 = -\frac{Q_2(2w)}{w_2(c + Q_1(2w))},$$

and we form a vector $z \in K^N$ by putting $z_1$ and $w$ together in the obvious manner, that is $z = (z_1, w_2, \ldots, w_N)$. Notice that $Q(z) = 0$ and $P(z) \neq 0$. Moreover,

$$h(z) \leq H(1, z_1)h(w) \leq H(Q_2(2w), z_2(c + Q_1(2w))A_K(\deg(PQ)) \leq h(w)^{\deg(Q)}H(Q)A_K(\deg(PQ)) \leq A_K(\deg(PQ))^{1+\deg(Q)}H(Q).$$

Next suppose that $G_1$ is nonzero. Define $r(12X)$ to be the sum of all monomials of $G_1(2X)$ that are not divisible by $X_1$. Since $G_1$ is nonzero, it must have a monomial not divisible by $X_1$, and so $r$ is also a nonzero polynomial. Similar to the argument above, there must exist $u \in iK^{N-2}$ such that $r(u) \neq 0$, and

$$h(u) \leq A_K(\deg(r)) \leq A_K(\deg(G_1)) \leq A_K(\deg(P) - k).$$

Now define

$g_1(X_1) := G_1(X_1, u_3, \ldots, u_N),$

and

$g_2(X_2) := G_2(X_2, u_3, \ldots, u_N).$
Notice in particular that \( g_1(X_1) \) is not identically zero, since its constant term \( G_1(0) \) is equal to \( r(u) \), which is nonzero. Let \( f_u(X_1) \) be the function from \( K^\times \) into \( K^N \) defined by

\[
f_u(X_1) := \left( X_1, -\frac{Q_2(u)}{X_1(c + Q_1(u))}, u_3, \ldots, u_N \right).
\]

Then \( Q(f_u(X_1)) \) is the zero polynomial. For simplicity, let \( d_1 \) and \( d_2 \) be the degrees of \( g_1 \) and \( g_2 \), respectively. Consider the polynomial

\[
P(X_1) := \frac{X_1^{d_2} P(f_u(X_1))}{X_1^{k + d_2} g_1(X_1) + X_1^{d_2} g_2 \left( -\frac{Q_2(u)}{X_1(c + Q_1(u))} \right)}.
\]

It is direct to check that for any nonzero \( x_1 \in K, P(f_u(x_1)) \neq 0 \) whenever \( P(x_1) \neq 0 \). Notice that \( X_1^{k + d_2} g_1(X_1) \) is a nonzero polynomial of degree

\[
k + d_1 + d_2 > d_2,
\]

since \( k > 0 \), and \( X_1^{d_2} g_2 \left( -\frac{Q_2(u)}{X_1(c + Q_1(u))} \right) \) is a polynomial of degree \( d_2 \). Therefore \( P(X_1) \) is not identically zero, and hence Lemma 4.1 implies that there exists \( 0 \neq \alpha \in K \) such that \( P(\alpha) \neq 0 \) and

\[
h(\alpha) \leq A_K(\deg(P)) \leq A_K(k + d_1 + d_2) \leq A_K(2\deg(P)).
\]

Now take \( z = f_u(\alpha) \), then we have \( Q(z) = 0, P(z) \neq 0, \) and

\[
h(z) = h(u)h(\alpha)H \left( 1, u, \alpha, \frac{Q_2(u)}{\alpha(c + Q_1(u))} \right)
\leq h(u)h(\alpha)H \left( 1, \frac{Q_2(u)}{\alpha(c + Q_1(u))} \right)
= h(u)h(\alpha)H(Q_2(u), \alpha(c + Q_1(u)))
\leq h(u)^{1 + \deg(Q)}h(\alpha)^2 H(Q)
\leq A_K(\deg(P) - k)^{\deg(Q) + 1} A_K(2\deg(P))^2 H(Q),
\]

where the last inequality follows by combining (36) and (37).

Now (33) follows by combining (35) and (38), and this finishes the proof of the lemma. \( \square \)

5. PROOF OF MAIN RESULTS

For any positive integers \( \ell \) and \( j \), define a number \( T_K(\ell, j) \) by

\[
T_K(\ell, j) = 3^{2\ell - 21} \ell^{2\ell + 51} C_K(\ell)^{9\ell + 14} B_K(\ell - 1)^{\max\{\ell, 9\}} A_K(j + 2)^3 A_K(2j)^2 |D_K|^{\frac{9}{2^\ell}},
\]

when \( K \) is a number field, and

\[
T_K(\ell, j) = q^{(18\ell^2 - 27\ell + 18)g(K)} C_K(\ell)^{9\ell + 15} E_K(\ell)^{9\ell + 15} A_K(j + 2)^3 A_K(2j)^2,
\]

when \( K \) is a function field. Recall that \( d \) is the global degree, \( D_K \) is the discriminant, and \( g(K) \) is the genus. The numbers \( E_K(\ell), C_K(\ell), \) and \( A_K(j) \) are defined by (9), (10), and (11), respectively. It will be shown later that \( T_K(L, M + 1) \) will serve as the implied constant in (4).
Remark 5.1. The quantities appearing in the definition of this main constant come from lattice co-volume and point counting estimates used in the proofs of different versions of Siegel’s lemma (see [1], [24], [16], and [8]). In particular, there are natural analogies between the constants in the number field and function field cases. For instance, the quantities $|D_K|$ in the number field case and $(g(K)-1+m(K))\ell/m(K)$ in the function field case, appearing in the definition of $C_K(\ell)$ in (10), play the role of co-volume in the adelic versions of Minkowski’s convex body theorem over these fields, respectively (see [24] for a discussion of this parallel).

**Proposition 5.1.** Let $F$ be a nonzero quadratic form in $N$ variables over $K$, and $V \subseteq K^N$ be an $L$-dimensional subspace, $1 \leq L \leq N$. Let $P(X) \in K[X]$ be a polynomial of degree $D$, and assume that there exists a nontrivial zero $z$ of $F$ in $V$ such that $P(z) \neq 0$. Then there exists such a zero $z$ of $F$ with

$$H(z) \leq h(z) \leq T_K(L,D) H(F)^{\frac{2L+11}{2}} \mathcal{H}(V)^{9L+12}. \tag{41}$$

**Proof.** Let $r$ be the rank of $(V,F)$, and $\lambda$ be the dimension of the radical $V^\perp$; so $r+\lambda$ is $L$, the dimension of $V$ over $K$. We first handle the case when $K$ is a number field. First suppose that $P$ is not identically zero on $V^\perp$. Then Theorem 1.4 of [8] implies that there exists $0 \neq z \in V^\perp$ such that $P(z) \neq 0$ and

$$H(z) \leq h(z) \leq \lambda A_K(D)C_K(\lambda)\mathcal{H}(V^\perp). \tag{42}$$

Combining this observation with the upper bound on $\mathcal{H}(V^\perp)$ in (24), we obtain

$$H(z) \leq h(z) \leq B_K(r^r \lambda A_K(D)C_K(\lambda)H(F)^{r/2}\mathcal{H}(V). \tag{43}$$

Since $F(z) = 0$ and the above upper bound for $H(z)$ is smaller than the one in (41), we are done.

Next assume that $P$ is identically zero on $V^\perp$; so $P$ does not vanish at some nonsingular zero of $F$ on $V$. Let $z_1, \ldots, z_L$ be the small-height basis for $V$, guaranteed by Siegel’s lemma (see [1] and [16] for original results, and Theorems 1.1, 1.2 of [8] for a convenient formulation):

$$\prod_{i=1}^L h(z_i) \leq C_K(L)\mathcal{H}(V). \tag{44}$$

Let $A = (z_1 \ldots z_L)$ be the corresponding basis matrix and let $F_A$ and $P_A$ be the corresponding restrictions of $F$ and $P$ to $V$, respectively, as defined in Lemma 4.2. Combining (25) with (44), we obtain

$$H(F_A) \leq L^2 C_K(L)^2 H(F)\mathcal{H}(V)^2. \tag{45}$$

Now notice that for each $z \in K^L$, $F_A(z) = 0$ and $P_A(z) = 0$ if and only if $F(Az) = 0$ and $P(Az) = 0$, respectively. Moreover, $z \in K^L$ is a nonsingular zero of $F_A$ if and only if $Az \in V$ is a nonsingular zero of $F$. Also, by Lemma 2.1 and (44),

$$h(Az) = h\left(\sum_{i=1}^L z_i x_i\right) \leq Lh(z) \prod_{i=1}^L h(x_i) \leq LC_K(L)h(z)\mathcal{H}(V). \tag{46}$$

Since $P$ does not vanish at some nonsingular zero of $F$ on $V$, it must be that $P_A$ does not vanish at some nonsingular zero of $F$ on $K^L$; in particular, the quadratic space $(K^L, F_A)$ must contain a hyperbolic plane. Our next task is to find a hyperbolic pair of bounded height in $(K^L, F_A)$. 


Corollary 1.2 of [5] guarantees the existence of a nonsingular zero of \( x \in K^L \) of \( F_A \) with
\[
    h(x) \leq 2^{\frac{3(L-1)}{2}} L^{L-1} |D_K|^{\frac{1}{p}} B_K(L - 1)^{H(F_A)\frac{1}{2}}
\]
(47)
\[
    \leq |D_K|^{\frac{1}{p}} B_K(L - 1)^{\left(2L\right)^{\frac{3}{2}} C_K(L) H(F)^{\frac{1}{2}} \mathcal{H}(V)} L^{-1},
\]
where the last inequality follows by (45).

Let \( x \) be a nonsingular zero of \( F_A \) satisfying (47). Then the linear form \( F_A(x, y) \) is not identically zero on \( K^L \), and so there must exist a standard basis vector in \( K^L \), call it \( u \), such that \( F_A(x, u) \neq 0 \) and \( h(u) = 1 \). Then \( \mathbb{H}_{xu} := \text{span}_K \{x, u\} \) is a hyperbolic plane in \( (K^L, F_A) \) with
\[
    \mathcal{H}(\mathbb{H}_{xu}) \leq L H(x) H(u)
\]
(48)
\[
    \leq (2L)^{\frac{3}{2}} |D_K|^{\frac{1}{p}} B_K(L - 1)^{C_K(L)^L H(F)^{\frac{1}{2}} \mathcal{H}(V)} L^{-1},
\]
where the first inequality is given by Lemma 2.2 and the second follows by (47).

Let
\[
    y = F_A(u)x - 2F_A(x, u)u.
\]
Then \( F_A(y) = 0 \) and \( F_A(x, y) \neq 0 \), so \( x, y \) is a hyperbolic pair. Moreover, (29) and (30) state that
\[
    h(y) \leq 3L^2 H(F_A) h(x) h(u)^2 = 3L^2 H(F_A) h(x).
\]
Combining this observation with (47) and (45), we obtain
\[
    h(y) \leq 3 \times 2^{\frac{3L-1}{2}} L^{\frac{3L-1}{2}} |D_K|^{\frac{1}{p}} B_K(L - 1)^{\left(C_K(L) H(F)^{\frac{1}{2}} \mathcal{H}(V)\right) L + 1}
\]
(50)

Let \( U \) be the orthogonal complement of \( \mathbb{H}_{xu} \) in \( (K^L, F_A) \). It is an \((L - 2)\)-dimensional space and
\[
    U = \{v \in K^L : (x, u)^t F_A v = 0\}.
\]
Here we also write \( F_A \) for the coefficient matrix of the quadratic form \( F_A \). By the Brill-Gordan duality principle discussed in Section 2 above, \( \mathcal{H}(U) \) is precisely the height \( \mathcal{H} \) of the matrix \((x, u)^t F_A \), and hence Lemma 2.3 implies that
\[
    \mathcal{H}(U) \leq L^3 H(F_A)^2 H(x) H(u),
\]
and then (45) combined with (48) imply that
\[
    \mathcal{H}(U) \leq 2^{\frac{3L-3}{2}} L^{\frac{3L-3}{2}} |D_K|^{\frac{1}{p}} B_K(L - 1)^{\left(C_K(L) H(F)^{\frac{1}{2}} \mathcal{H}(V)\right) L + 3}.
\]
(51)

Let \( v_1, \ldots, v_{L-2} \) be the small-height basis for \( U \), guaranteed by Siegel’s lemma:
\[
    \prod_{i=1}^{L-2} h(v_i) \leq C_K(L - 2) \mathcal{H}(U) \leq C_K(L) \mathcal{H}(U).
\]
(52)

Combining (52) with (51), we see that
\[
    \prod_{i=1}^{L-2} h(v_i) \leq 2^{\frac{3L-3}{2}} L^{\frac{3L-3}{2}} |D_K|^{\frac{1}{p}} B_K(L - 1)^{C_K(L)^{L+4} \left(H(F)^{\frac{1}{2}} \mathcal{H}(V)\right) L + 3}.
\]
(53)

Now define the matrix \( B = (x, y, v_1, \ldots, v_{L-2}) \in \text{GL}_L(K) \), and let
\[
    Q(Y) = F_A(BY), \ G(Y) = P_A(BY).
\]
Then it is easy to see that $Q$ is of the form (32) (with $i = 1$ and $j = 2$), and so $Q$ and $G$ satisfy the conditions of Lemma 4.5. Hence Lemma 4.5 guarantees the existence of a point $w \in K^L$ such that $Q(w) = 0$, $G(w) \neq 0$, and

\begin{equation}
(54) \quad h(w) \leq A_K(D + 2)^3A_K(2D)^2H(Q).
\end{equation}

Now notice that standard height inequalities along with (45) imply that

\begin{align*}
H(Q) &\leq H(B^tF_A B) \leq L^2H(B)^2H(F_A) \leq L^2H(F_A)h(x)^2h(y)^2 \prod_{i=1}^{L-2} h(v_i)^2 \\
&\leq L^4C_K(L)^2H(F)H(V)^2h(x)^2h(y)^2 \prod_{i=1}^{L-2} h(v_i)^2,
\end{align*}

and so by combining (53) with (47), and (50), we see that $H(Q)$ is bounded above by

\begin{equation}
(55) \quad 3^22^{6L-6}L^{9L+17}|D_K|^{\frac{3}{2}}B_K(L - 1)^6C_K(L)^{6L+9} (H(F)H(V)^2)^{3L+4}.
\end{equation}

Now define $z = A(\mathbf{Bw}) \in V$, and notice that $F(z) = F_A(\mathbf{Bw}) = Q(z) = 0$, and $P(z) = P_A(\mathbf{Bw}) = G(w) \neq 0$. Hence $z$ is precisely the point we are looking for, and to estimate its height first notice that by the same kind of reasoning as in (46),

\begin{equation}
(56) \quad h(\mathbf{Bw}) = h\left(w_1x + w_2y + \sum_{i=1}^{L-2} w_{i+2}v_i\right) \leq L h(w)h(x)h(y) \prod_{i=1}^{L} h(v_i).
\end{equation}

Then combining (56) with (46), (54), (55), (47), (50), and (53) we obtain (41). This completes the proof of the proposition when $K$ is a number field.

Now, let us suppose that $K$ is a function field. The strategy of the proof for this case is identical to that for the number field case, only at each height estimation we need to replace the height bounds by those specific to the function field case.

When $P$ is not identically zero on $V^\perp$, Theorem 1.4 of [8] still applies. Combining (42) with Lemma 3.10, we obtain a nonzero $z \in V^\perp$ such that $P(z) \neq 0$ and

\begin{equation}
H(z) \leq h(z) \leq q^{\frac{r_K}{d}}\lambda A_K(D)C_K(\lambda) H(F)^{\frac{5}{2}}H(V),
\end{equation}

which is less than the upper bound in (41). This proves the proposition in this special case.

Now, we further assume that $P$ is identically zero on $V^\perp$. The same argument in the number field case shows that there is a small-height basis $\mathbf{x}_1, \ldots, \mathbf{x}_L$ for $V$ such that

\begin{equation}
\prod_{i=1}^{L} h(x_i) \leq C_K(L)E_K(L) \mathcal{H}(V).
\end{equation}

Let $F_A$ and $P_A$ be the projections of $F$ and $P$, respectively, on $V$ as defined in the number field case, where $A = (\mathbf{x}_1 \cdots \mathbf{x}_L)$. Then Lemma 4.2 implies that

\begin{equation}
H(F_A) \leq (C_K(L)E_K(L))^2H(F)\mathcal{H}(V)^2,
\end{equation}

and by Lemma 2.1,

\begin{equation}
(57) \quad h(Az) \leq C_K(L)E_K(L)h(z) H(V)
\end{equation}

for each $z \in K^L$. 
Corollary 3.9 implies that there is a nonsingular \( x \in K^L \) of \( F_A \) with

\[
 h(x) \leq q^{(2L^2 - 3L + 2)q(K)} H(F_A) \\
\leq q^{(2L^2 - 3L + 2)q(K)} \left( C_K(L)E_K(L)H(F)^1/2 \mathcal{H}(V) \right)^{L-1}.
\]

Then there exists a standard basis vector \( u \) of \( K^L \) such that \( h(u) = 1 \) and \( \mathbb{H}_{xu} \) is a hyperbolic plane, with height given by Lemma 2.2 as

\[
\mathcal{H}(\mathbb{H}_{xu}) \leq H(x)H(u) \\
\leq q^{(2L^2 - 3L + 2)q(K)} \left( C_K(L)E_K(L)H(F)^1/2 \mathcal{H}(V) \right)^{L-1}.
\]

Then, we construct an isotropic vector \( y \in K^L \) as in (49) so that \( x, y \) is a hyperbolic pair, and it follows from (30) that

\[
 h(y) \leq H(F_A)h(x)h(u)^2 \\
= H(F_A)h(x) \\
\leq q^{(2L^2 - 3L + 2)q(K)} \left( C_K(L)E_K(L)H(F)^1/2 \mathcal{H}(V) \right)^{L+1}.
\]

Let \( U \) be the orthogonal complement of \( \mathbb{H}_{xu} \) in \((K^L, F_A)\). Lemma 2.3 implies that

\[
\mathcal{H}(U) \leq H(F_A)^2 H(x)H(u) \leq H(F_A)^2 H(x).
\]

At the same time, the function field case Siegel’s lemma guarantees a small-height basis \( v_1, \ldots, v_{L-2} \) for \( U \) with

\[
\prod_{i=1}^{L-2} h(v_i) \leq C_K(L - 2)E_K(L - 2) \mathcal{H}(U) \\
\leq C_K(L)E_K(L) \mathcal{H}(U) \\
\leq C_K(L)E_K(L)H(F_A)^2 H(x) \\
\leq q^{(2L^2 - 3L + 2)q(K)} \left( C_K(L)E_K(L) \right)^{L+4} \left( H(F)^1/2 \mathcal{H}(V) \right)^{L+3},
\]

where the last inequality is from (58).

Now define the polynomials \( Q(Y) \) and \( G(Y) \) as in the number field case, using the same matrix \( B = (x \ y \ v_1 \ldots v_{L-2}) \). Once again, Lemma 4.5 guarantees the existence of a point \( w \in K^L \) such that \( Q(w) = 0, G(w) \neq 0, \) and

\[
h(w) \leq A_K(D + 2)^3 A_K(2D)^2 H(Q).
\]

The same procedure of height estimation as in the number field case produces

\[
H(Q) \leq H(B^t F_A B) \leq H(B)^2 H(F_A) \leq H(F_A)h(x)^2 h(y)^2 \prod_{i=1}^{L-2} h(v_i)^2 \\
\leq C_K(L)^2 E_K(L)^2 H(F)^2 \mathcal{H}(V)^2 h(x)^2 h(y)^2 \prod_{i=1}^{L-2} h(v_i)^2 \\
\leq q^{(12L^2 - 18L + 12)q(K)} C_K(L)^{6L+10} E_K(L)^{6L+10} \left( H(F)^1/2 \mathcal{H}(V) \right)^{3L+4}.
\]
As in the number field case, the point \( z := A(Bw) \) is the nontrivial zero of \( F \) we desire. To estimate its height, we first have

\[
h(Bw) = h\left(w_1 x + w_2 y + \sum_{i=1}^{L-2} w_{i+2} v_i\right) \leq h(w) h(x) h(y) \prod_{i=1}^{L} h(v_i).
\]

Then combining (58), (59), (60), and (61) leads to (41). \( \square \)

**Remark 5.2.** Notice that it is also easy to obtain a version of Lemma 4.5 with a restriction to a subspace \( V \) of \( K^N \) instead of the whole \( K^N \) by applying Lemma 4.2 in the same way as we do it in the proof of Proposition 5.1.

Henceforth, we fix a collection \( S = \{S_1, \ldots, S_J\} \) of finite sets of homogeneous polynomials in \( K[X] \). For simplicity, we use \( M \) to denote the integer \( M_S \) defined for \( S \) as in (2).

**Corollary 5.2.** Let the notation be as in the statement of Proposition 5.1. Suppose that \( F \) has a nontrivial zero in \( V \setminus Z_S \). Then there must be such a zero \( x \) such that

\[
H(x) \leq h(x) \leq T_K(L, M) H(F)^{9L+11} \mathcal{H}(V)^{9L+12}.
\]

**Proof.** For our convenience, let \( Z(V, F) \) be the set of nontrivial zeros of \( F \) in \( V \). Since \( Z(V, F) \not\subseteq Z_S \), \( Z(V, F) \not\subseteq Z_K(S_i) \) for all \( 1 \leq i \leq J \), and so for each \( i \) at least one polynomial \( P_i \) in \( S_i \) is not identically zero on \( Z(V, F) \). Clearly for each \( 1 \leq i \leq J \), \( Z_K(S_i) \subseteq Z_K(P_i) \). Define

\[
P(X) = \prod_{i=1}^{J} P_i(X),
\]

so that \( Z(V, F) \not\subseteq Z_K(P) \) while \( Z_S \subseteq Z_K(P) \). Then it is sufficient to construct a point of bounded height \( x \in Z(V, F) \setminus Z_K(P) \). We may now apply Proposition 5.1. Notice that since \( \deg(P) \leq M \), we have \( T_K(L, \deg P) \leq T_K(L, M) \). \( \square \)

We are now ready for the proof of Theorem 1.1. Recall that for the quadratic space \( (V, F) \), \( m \) is the dimension of a maximal totally isotropic subspace, which is the sum of the Witt index and the dimension of the radical of \( V \).

**Proof of Theorem 1.1.** Let the notation be as in the statement of Theorem 1.1. We want to prove the existence of a linearly independent collection of vectors \( x_1, \ldots, x_m \in Z(V, F) \setminus Z_S \) satisfying (3) and (4).

Corollary 5.2 guarantees the existence of a point \( x_1 \in Z(V, F) \setminus Z_S \) satisfying (41). In fact, let \( x_1 \) be a point of smallest possible height in \( Z(V, F) \setminus Z_S \) satisfying

\[
H(x_1) \leq h(x_1) \leq T_K(L, M) H(F)^{9L+11} \mathcal{H}(V)^{9L+12}.
\]

If \( m = 1 \), we are done; hence suppose that \( m > 1 \). Then there must exist a maximal totally isotropic subspace \( W_1 \) of \( (V, F) \) containing \( x_1 \), and so \( W_1 \not\subseteq Z_S \) and \( \dim_K W_1 = m \). Then, as implied by Theorem A.1, \( W_1 \) has a full basis \( u_1, \ldots, u_m \) outside of \( Z_S \). Let \( X_1 \) be an \((N-1)\)-dimensional subspace of \( K^N \) containing \( x_1 \) so that \( W_1 \not\subseteq X_1 \). Then, at least one of \( u_1, \ldots, u_m \) is not in \( X_1 \). We regard \( X_1 \) as the zero set of a linear form \( l \in K[X] \), and define \( S_l \) to be the collection containing all the \( S_i \) and \( \{l\} \); hence \( M_{S_l} = M + 1 \). Since \( W_1 \subseteq Z(V, F) \) but \( W_1 \not\subseteq Z_{S_l} \), we can
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conclude that \( Z(V, F) \not\subset Z_{S^1} \). So, we may apply Corollary 5.2 for \( Z_{S^1} \) to obtain an \( x_2 \in Z(V, F) \setminus Z_{S^1} \) such that \( x_1 \) and \( x_2 \) are linearly independent and

\[
H(x_1) \leq h(x_2) \leq T_K(L, M + 1) H(F)^{9L+11} H(V)^{9L+12}.
\]

We can assume that \( x_2 \) is a point of smallest possible height in \( Z(V, F) \setminus Z_{S^1} \) satisfying the above inequalities. If \( m = 2 \), we are done; otherwise let us assume \( m > 2 \). Then there must exist a maximal totally isotropic subspace \( W_2 \) of \( (V, F) \) containing \( x_1, x_2 \), and so \( W_2 \not\subset Z_S \) and \( \dim_K W_2 = m \). Again, Theorem A.1 guarantees that \( W_2 \) has a full basis \( u_1', \ldots, u_m' \) outside of \( Z_S \). Let \( x_2 \) be an \((N-1)\)-dimensional subspace of \( V \) containing vectors \( u_1, \ldots, u_m \) but not the subspace \( W_2 \), and let \( Z_{S^2} \) be the collection containing all the \( S_i \) and the singleton set of a linear form defining \( x_2 \). Continuing to apply Corollary 5.2 in the same manner as above, we construct a collection of linearly independent vectors \( x_1, \ldots, x_m \in V \setminus Z_S \) satisfying

\[
H(x_1) \leq H(x_2) \leq \cdots \leq H(x_m), \quad h(x_1) \leq h(x_2) \leq \cdots \leq h(x_m),
\]

and

\[
H(x_n) \leq h(x_n) \leq T_K(L, M + 1) H(F)^{9L+11} H(V)^{9L+12}.
\]

This completes the proof of the theorem.

We now turn to Corollary 1.2. First, we define a constant \( a_K(L, N, m) \) by

\[
a_K(L, N, m) = \begin{cases} \frac{2^{(2m+1)(L-m-1)} B_K(L-m-1)^2(N^2)}{q^{(L-m-1)^2 a(K)}} & \text{for number fields,} \\ \frac{2^{(2m+1)(L-m-1)} B_K(L-m-1)^2(N^2)}{q^{(L-m-1)^2 a(K)}} & \text{for function fields.} \end{cases}
\]

Then, we define \( T^1_K(L, M, N, m) \), which will appear as the implied constant in (5), by

\[
T^1_K(L, M, N, m) = a_K(L, N, m) T_K(L, M + 1)^2.
\]

**Proof of Corollary 1.2.** We first show that for each \( 1 \leq n \leq m \), there exists a maximal totally isotropic subspace \( W^m_n \) of \((V, F)\) of bounded height, containing the corresponding point \( x_n \) from the statement of Theorem 1.1; since \( x_n \not\in Z_S \), it follows that \( W^m_n \not\subset Z_S \).

First suppose that \( x_n \in V^\perp \), then \( Z_S \) cannot contain any maximal totally isotropic subspace of \((V, F)\), since each one of them contains \( V^\perp \). Hence we can pick \( W^m_n \) to be a maximal totally isotropic subspace of \((V, F)\) of bounded height as guaranteed by Theorem 1 of [25] in case \( K \) is a number field, or by Theorem 3.1 above in case \( K \) is a function field. Next assume that \( x_n \) is a nonsingular zero, then define

\[
U_n = \{ z \in V : F(z, x_n) = 0 \} = \{ z \in K^N : z^f(Fx_n) = 0 \} \cap V,
\]

so that \( \dim_K U_n = L - 1 \) and

\[
\mathcal{H}(U_n) \leq \mathcal{H}(Fx_n) \mathcal{H}(V) \leq N^{3L/2} H(F) H(x_n) \mathcal{H}(V),
\]

by the Brill-Gordan duality principle (discussed in Section 2 above), combined with Lemmas 2.3 and 2.4 above. Let \( W'_n \) be a maximal totally isotropic subspace of \((U_n, F)\) of bounded height as guaranteed by Theorem 1 of [25] in case \( K \) is a number field, or by Theorem 3.1 above in case \( K \) is a global function field. Therefore

\[
\mathcal{H}(W'_n) \leq \begin{cases} \frac{(2^{2m+1} B_K(L-m-1)^2 H(F)^{L-m-1})}{q^{(L-m-1)^2 a(K)}} \mathcal{H}(U_n) & \text{if } K \text{ is a number field,} \\ \frac{(2^{2m+1} B_K(L-m-1)^2 H(F)^{L-m-1})}{q^{(L-m-1)^2 a(K)}} \mathcal{H}(U_n) & \text{if } K \text{ is a function field.} \end{cases}
\]
Now, define $W^m_n = \text{span}_K \{ x_n, W^m \}$, then $W^m_n$ is a maximal totally isotropic subspace of $(V, F)$ containing $x_n$. Moreover,

$$H(W^m_n) \leq N^{5/2} H(x_n) H(W^m_n).$$

(66)

Combining this observation with (65) and the bounds of Theorem 1.1, we obtain

$$H(W^m_n) \leq T_K(L, M, N, m) H(F)^{10L - m + 11} H(V)^{18L + 25},$$

which proves (5).

Now Siegel’s lemma implies the existence of a basis $w_1, \ldots, w_m$ for $W^m_n$ such that

$$\prod_{i=1}^m h(w_i) \leq C_K(m) \varepsilon_K(m)^{1 - \delta} H(W^m_n).$$

(68)

Since $0 \neq x_n \in W^m_n$, there must be a subcollection of $m - 1$ of these vectors which are linearly independent with $x_n$; since we did not order these vectors by height, we can assume without loss of generality that $x_n, w_2, \ldots, w_m$ are linearly independent. Then for each $1 \leq k < m$, define

$$W^k_n = \text{span}_K \{ x_n, w_2, \ldots, w_k \},$$

so that $x_n \in W^k_n$, $\dim_K W^k_n = k$, $\text{span}_K \{ x_n \} = W^1_n \subset W^2_n \subset \cdots \subset W^m_n$.

By Lemma 2.2, together with (63) and (66), we obtain

$$H(W^k_n) \leq N^{5k/2} \prod_{i=2}^k h(w_i) \leq \sum_{i=2}^k N^{5k/2} C_K(m) \varepsilon_K(m)^{1 - \delta} H(x_n) H(W^m_n),$$

and

$$H(x_n) H(W^m_n) \leq T_K(L, M + 1) T_K(L, M, N, m) H(F)^{29L + 33 - 2m} H(V)^{27L + 37}.$$

This proves Corollary 1.2.

\[ \square \]

**Appendix A. Linear bases of small height**

In this appendix we present two different variations of Siegel’s lemma. Unlike in the rest of the paper, $K$ could be $\mathbb{Q}$ or a function field with any perfect field for their coefficient fields, i.e., not necessarily just finite fields. Heights and field constants in this more general situation are defined in the completely analogous manner (see [8]).

In below, $\mathcal{S}$ is the same collection of finite sets of homogeneous polynomials in $K[X]$ we have been working with, and $M$ is the integer $M_S$ defined in (2).

**Theorem A.1.** Let $K$ be a number field, $\mathbb{Q}$, or a function field with perfect constant field. Let $N \geq 2$ be an integer, and let $V$ be an $L$-dimensional subspace of $K^N$, $1 \leq L \leq N$. Suppose that $V \nsubseteq \mathcal{Z}_S$. Then there exists a basis $x_1, \ldots, x_L \in V \setminus \mathcal{Z}_S$ for $V$ over $K$ such that

$$H(x_1) \leq H(x_2) \leq \cdots \leq H(x_L), \quad h(x_1) \leq h(x_2) \leq \cdots \leq h(x_L),$$

(67)

and for each $1 \leq n \leq L$,

$$H(x_n) \leq h(x_n) \leq L^3 \varepsilon_K(L)^{1 - \delta} A_K(M + 1) C_K(L) H(V),$$

(68)
where $\delta$ is as in (14), $C_K(L)$ is as in (10), $A_K(M+1)$ is as in (11), and $E_K(L)$ is as in (9).

Proof. We want to prove the existence of a linearly independent collection of vectors $x_1, \ldots, x_L \in V \setminus Z_S$ satisfying (67) and (68). Theorem 1.4 of [8] guarantees the existence of a point $x_1 \in V \setminus Z_S$ with
\begin{equation}
H(x_1) \leq h(x_1) \leq L^\delta E_K(L)^{1-\delta} A_K(M) C_K(L) H(V).
\end{equation}
In fact, let $x_1$ be a point of smallest possible height in $V \setminus Z_S$ satisfying (69). If $L = 1$, we are done. If not, let $x_1$ be an $(N-1)$-dimensional subspace of $K^N$ containing $x_1$ and not containing the entire $V$, and let $S_1$ be the collection containing all the $S_i$ and the singleton set of a linear form defining $x_1$. Then $V \not\subseteq Z_{S_1}$, and $M_{S_1} = M + 1$, thus Theorem 1.4 of [8] guarantees the existence of a point $x_2 \in V \setminus Z_{S_1}$ with
\begin{equation}
H(x_2) \leq h(x_2) \leq L^\delta E_K(L)^{1-\delta} A_K(M+1) C_K(L) H(V),
\end{equation}
and we can assume that $x_2$ is a point of smallest possible height in $V \setminus Z_{S_1}$ satisfying (70). If $L = 2$, we are done. If not, we can let $x_2$ be an $(N-1)$-dimensional subspace of $K^N$ containing vectors $x_1, x_2$ and not containing the entire $V$, and let $S_2$ be the collection containing all the $S_i$ and the singleton set of a linear form defining $x_2$. Then $V \not\subseteq Z_{S_2}$, and by continuing to apply Theorem 1.4 of [8] in the same manner, we construct a collection of linearly independent vectors $x_1, \ldots, x_L \in V \setminus Z_S$ satisfying (67) and (68). This completes the proof of the theorem.

Theorem A.2. Let $K$ be a function field with a perfect constant field and $V \subset K^N$ an $L$-dimensional space of $K^N$, $1 \leq L < N$. Let $F$ be a nonzero quadratic form in $N$ variable over $K$, where we also write $F$ for the associated symmetric bilinear form. Then there exists a basis $x_1, \ldots, x_L$ for $V$ over $K$ such that $F(x_i, x_j) = 0$ for all $i \neq j$, and
\begin{equation}
\prod_{i=1}^{L} H(x_i) \leq C_K(L)^{L^2+L-2} H(F)^{\frac{L(L+1)}{2}} H(V)^L,
\end{equation}
where $C_K(L)$ is as in (10).

The proof of Theorem A.2 is identical to the proof of Theorem 2.4 of [6], where we use Thunder’s function field version of Siegel’s lemma instead of the Bombieri-Vaaler version over a number field.
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