Claremont Colleges

Scholarship @ Claremont

HMC Senior Theses HMC Student Scholarship

2007

Analyzing Traveling Waves in a Viscoelastic Generalization of
Burgers' Equation

Victor Camacho
Harvey Mudd College

Follow this and additional works at: https://scholarship.claremont.edu/hmc_theses

Recommended Citation

Camacho, Victor, "Analyzing Traveling Waves in a Viscoelastic Generalization of Burgers' Equation” (2007).
HMC Senior Theses. 193.

https://scholarship.claremont.edu/hmc_theses/193

This Open Access Senior Thesis is brought to you for free and open access by the HMC Student Scholarship at
Scholarship @ Claremont. It has been accepted for inclusion in HMC Senior Theses by an authorized administrator
of Scholarship @ Claremont. For more information, please contact scholarship@claremont.edu.


https://scholarship.claremont.edu/
https://scholarship.claremont.edu/hmc_theses
https://scholarship.claremont.edu/hmc_student
https://scholarship.claremont.edu/hmc_theses?utm_source=scholarship.claremont.edu%2Fhmc_theses%2F193&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholarship.claremont.edu/hmc_theses/193?utm_source=scholarship.claremont.edu%2Fhmc_theses%2F193&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholarship@claremont.edu

Analyzing Traveling Waves in a Viscoelastic
Generalization of Burgers” Equation

Victor Camacho

Darryl Yong, Advisor

Jon Jacobsen, Reader

May, 2007

HARVEY MUDD

C O L L E G E

Department of Mathematics



Copyright (© 2007 Victor Camacho.

The author grants Harvey Mudd College the nonexclusive right to make this work
available for noncommercial, educational purposes, provided that this copyright
statement appears on the reproduced materials and notice is given that the copy-
ing is by permission of the author. To disseminate otherwise or to republish re-
quires written permission from the author.



Abstract

We analyze a pair of nonlinear PDEs describing viscoelastic fluid flow in
one dimension. We give a summary of the physical derivation and non-
dimensionlize the PDE system. Based on the boundary conditions and pa-
rameters, we are able to classify three different categories of traveling wave
solutions, consistent with the results in [?]. We extend this work by analyz-
ing the stability of the traveling waves. We thoroughly describe the numeri-
cal schemes and software program, VISCO, that were designed specifically
to analyze the model we study in this paper. Our simulations lead us to
conjecture that the traveling wave solutions found in [?] are globally stable
for all sets of initial conditions with the appropriate asymptotic boundary
conditions. We are able give some analytical evidence in support of this
hypothesis but are unsuccessful in providing a complete proof.
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Chapter 1

Introduction

Viscoelastic fluids are a broad class of fluids that exhibit both viscous and
elastic properties. Fluid elasticity is the measure of a fluid’s tendency to re-
turn to its original shape in the absence of external forces, and fluid viscos-
ity is the measure of its resistance to flow. Common examples of viscoelas-
tic fluids include bio fluids, tempurpedic mattresses, egg white, and corn
starch in water. What distinguishes viscoelastic fluids from Newtonian flu-
ids, such as water, is that their viscosity changes when stress is applied. A
Newtonian fluid has no elastic property and thus keeps a constant viscosity
under shear stress!.

The philosophy behind the model studied in this paper is to give a vis-
coelastic generalization to well-studied Newtonian fluid flow. This entire
physical derivation is a basic summary of the more complete derivation
which can be found in [?]. The Navier-Stokes equation? for incompressible
fluid flow of Newtonian fluids in three dimensions is

u+u-Vu= VPP + vAu, (1.1)

where u is the fluid velocity, P is the pressure and v is the fluid viscosity. In
one dimensional flow we may ignore the pressure gradient, so the above
equation simplifies to

Up + Uy = Vidgy. (1.2)
For Newtonian fluids, one makes the assumption that the shear stress on
the fluid, o, is proportional to the velocity gradient (i.e. au, = ), and thus

LThe shear stress on a fluid is the projection of the stress vector onto the direction of fluid
flow.

2Gee [?] for a discussion of the physical derivation and history of the Navier-Stokes equa-
tions.



2 Introduction

the shear stress does not need to be accounted for in (??). However, for
viscoelastic fluids we must relax this assumption since the fluid viscosity
changes with shear stress. We modify (??) to generalize the law of incom-
pressible flow:

Up + Uy = Oy. (1.3)

What we need now is an equation governing the shear stress based on
known parameters. In order to model the shear stress we construct a me-
chanical analog based on known physical properties of viscoelastic fluids.
To account for both the viscous and elastic properties of a viscoelastic fluid,
we assume that each fluid particle can be approximately represented by a
spring and damper connected in series, known as a Maxwell element, as
shown in Figure ??. The strain on any object is calculated as the difference
between its current length and rest length, divided by its rest length. In
other words it is the percentage of the rest length by which the object is
being stretched.

o spring = kE spring

—\WN——

0 damper = “’8 damper

Figure 1.1: Maxwell Element: A spring and damper connected in series. In
our model we assume this to be the mechanical analog to viscoelastic fluid
particles. The spring constant represents the elasticity while the damper
constant represents the polymeric viscosity.

In Figure ??, € denotes the strain and ¢ denotes the shear stress. The
force exerted on the spring is proportional to the displacement from its rest
length, and analogously the shear stress on the spring is proportional to the
strain. Thus 0; = ke, where k is the spring constant. It can also be shown
that the shear stress on the damper is proportional to the strain rate so that
o4 = per. When two objects are placed in series, the total strain is calculated
as the sum of the strain on the two objects (¢ = €; + €;), and the total shear
stress is equivalent to the shear stress on either object (¢ = 0 = ). Using
these two facts we find that

Aot + 0 = pey, (1.4)

where A = k/pu. The parameter A has the units of time represents the re-
laxation time of the fluid, that is, the relative timescale on which the fluid



recalls its original shape. We may further simplify equation (??) as follows.
Let w denote the displacement of a Maxwell element from its resting length.
Then the strain, €, at any point is simply w,. So the time derivative of the
strain is,

€ = Wyt = (Wr)x = Ux.

So we can rewrite (??) as
Aoy + 0 = puy. (1.5)

One may observe that the above relation is not frame invariant, which
is not physically acceptable. To account for the moving frame of the fluid
we replace the time derivative of the stress, 0;, with an upper convected
time derivative. The one dimensional analog of this is

O—t — Ut +u0—x - qu.

A precise explanation of why this works is beyond the scope of this paper
but the inquisitive reader may refer to the derivation of this model in [?].
After making this substitution we now have a complete governing equa-
tion for the shear stress. So our generalization of incompressible fluid flow
for viscoelastic fluids is given as

U + Uy = Oy (1.6a)
Moy 4 uoy — oity) = puy — 0. (1.6b)

Recall that the parameter ;1 was the proportionality constant of the damper
in our physical analog. In the context of fluids, it represents the polymeric
viscosity®.

One small test of validity for our model is to see that it works for New-
tonian fluids. Newtonian fluids have no memory and thus the relaxation
time is zero since the fluid will not return to its original shape without the
help of external forces. Thus A = 0 for Newtonian fluids. In this case, (2?b)
simplifies to pu, = o which implies that the stress is equivalent to the ve-
locity gradient. Recall that this is the exact assumption one makes when
modeling Newtonian fluids. With this substitution, (??a) simplifies to the
one dimensional version of the Navier-Stokes equation describing incom-
pressible flow of Newtonian fluids, as desired. This paper investigates the
various properties of (??) to test its validity in all other cases.

3The polymeric viscosity of a fluid is a measure of the friction that the individual parti-
cles experience when moving past each other, which is similar to but not the same as fluid
viscosity, the fluid’s resistance to flow.



4 Introduction

1.1 Non-Dimensionalization

In this paper we shall study solutions to (??) that have asymptotically con-
stant boundary conditions. In other words, we assume that

|l‘im o(x,t) =0, lim wu(x,t) =ugr lim u(x,t) = ug,

X|—00 X— —00 X—00
where u; and up are real constants. To simplify the appearance of (??), we
shall non-dimensionalize all of the variables. As demonstrated above, the
units of each variable are

_ length - length2 - length2

[l = time o1 = time? M= time [A] = time.

First we shall prove translational invariance of the solutions. Suppose
u(x,t) and o(x, t) solve (??). Consider the moving coordinate system (, 7) =
(x — t,t) and the functions u*(x,t) = u({,7) + v and c*(x,t) = o({, 7).
We see that 1 is a velocity, with the same units as u. Thus ¢ has units length
and 7 has units time. We find that u*(x, t) and ¢*(x, t) solve (2?) as well.
Substituting this into (??a) gives

uf +utuy = oy
(r —yux) + (u+7)ux = 0x

U + Uy = Oy,

which is true by assumption. Plugging into (??b) gives

AMof +utoy —o*uy) = pui—o*
A(or —yoy) + (u+ 7)oy —ouy) = puy—0o
Aoy 4+ uoy —ouy) = puy —0,

which is also true by assumption. Thus we may set <y arbitrarily and expect
to observe the same behavior for solutions. One very convenient transla-

tion is v = —(uy + ug)/2. The new boundary conditions in this case are
Ut = Up —Uugr U = UR — UL
t 2 K 2
What is special about this case is that u] = —uj. We may therefore as-

sume without loss of generality that solutions to (??) have the property that
Up = —ugR.
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Next, we shall non-dimensionalize all of the variables in this problem.
We do several rescalings to produce the following dimensionless variables
denoted with an overline.

u=ul oc=ulc x=AuXx t=At u=ulA

Substituting these dimensionless quantities into (??) and simplifying gives
the following dimensionless PDE.

ﬁ; + Uy = 0% (17a)
O+ ucy=(C+A)uz—0 (1.7b)

Notice that A was completely eliminated from the equation and that the
dimensionless parameter A is defined as A = p/u?. Further, the bound-
ary conditions become 1), = —ug = 1. It is (??) with the aforementioned
boundary conditions that shall be studied for the remainder of this paper.






Chapter 2

Traveling Wave Solutions

2.1 ODE Simplification

The goal of this section is to describe the traveling wave solutions of the
PDE system introduced in the last chapter:

Ut + Uy = Oy (2.1a)
0t +uoy = (A+0)uy — o0, (2.1b)

subject to the boundary conditions

lim wu(x,t)=1 lim u(x,t) = —1 lim o(x,t) =0,

X— —00 X—00 |x|—>oo

where A > 0. Let us assume that there exists a traveling wave of speed c
for both u(x,t) and o(x,t) in the form u(x,t) = U({) and o(x,t) = S({)
where & = x — ct. Plugging these functions into the above system yields

S'=U'(U-c) (2.2a)
S'(U—-¢c)=(A+S)U —S8S. (2.2b)
Integrating (??a) gives
u2
S=——cU+9, (2.3)

2
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where 6 is a constant of integration. The boundary conditions of the PDE
imply the following boundary conditions for U and S.

glirn ue)=-1 (2.4a)
glirE\ ue) =1 (2.4b)
‘gl‘1m S(Q) = (2.4¢)

For this model we assume that ¢ is bounded so that |{| — oo implies that
|x| — oco. By substituting these boundary conditions into (??) and solving
the resulting system we find that

c=0 (2.5a)
0=——. (2.5b)

Substituting these quantities into (??) gives

2 _
szuz L (2.6)

2.2 Phase Plane Analysis

Although S can be solved for completely in terms of U, a phase plane analy-
sis of the system will provide some very useful information. By rearranging
(??), we obtain

, S

U= (2.7a)
, su

S =—5=a=T) (2.7b)

The equilibrium points of this system correspond with S = 0. We want
both (—1,0) and (1,0) to be equilibrium points in the phase plane! since
they represent the asymptotic boundary conditions.

We need to be careful about the possibility of the denominator of (??)
being zero. This happens when S = A — 1. We know that the solution must
obey (??), which is a quadratic function relating S and U. The equation

n the phase plane, we shall always assume U to be on the horizontal axis and S on the
vertical axis.



Classification of Traveling Waves
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02 02

L S=A-1>0
(-1,0) (1,0) (-1,0) (1,0

Figure 2.1: Phase portrait of the ODE system for two cases: (a) A > 1,
b)0<A<1/2

has roots at (1,0) and (—1,0), which correspond to the initial and terminal
points of the solution trajectory. This quadratic function is concave up so to
satisfy the boundary conditions the trajectory must only exist in the plane

corresponding to S < 0, as shown in Figure ??. The minimum value of this

quadratic function is S, £ _1/2, which does not depend on A. Thus

the range of possible S values in a valid solution is [S,,i,,0]. Therefore,
whenever (A — 1) € [Syn, 0], it will be possible for S = A — 1 which will
result in a zero denominator of (??).

In the case when A > 1, all conditions are satisfied and there is no
possibility for S = A — 1, as seen in Figure ??a. When S,,,;, < A—1 <0, or
stated differently, 1/2 < A < 1, there is a singularity in (??) and so a more
careful analysis will be required in order to investigate this problem. When
0 < A < 1/2 everything is satisfied except for the boundary conditions.
As seen in Figure ??b, the solution trajectory will begin at the point (—1,0)
and terminate at (1,0), which is the reverse of what it should do. Thus
0 < A < 1/2 does not satisfy the boundary conditions and so we will
need to analyze this case more carefully as well. The three cases described
above will form the basis for our classification of the types of traveling
wave solutions of our model.

2.3 Classification of Traveling Waves

Recall from the first section of this chapter that S can be written completely
in terms of U as shown in (??). Substituting this expression into (??b) and
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simplifying, we obtain the following ODE for U:

1—U?

r_
u U2 +1-2A°

(2.8)
The particular translation of the solution is not important so we arbitrarily
choose to have the center of the wave at { = 0. We therefore set U(0) = 0.
Using this initial data we can implicitly solve (??) as

u-1

In Figure ?? we have implicitly graphed U versus ¢ for five different values
of A which were chosen based on the results of the previous section. That
is, we select one sample of A from each of the intervals (0,1/2), (1/2,1),
and (1, c0), and we test the two boundary cases, A = 1/2and A = 1. When
A > 1 the implicit solution is analytic. When A = 1 the solution is the line
U = —{, which does not satisfy the boundary conditions. When 1/2 <
A < 1 the solution is multivalued in the central region and the boundary
conditions are reversed. When A = 1/2 the solution has an infinite slope at
¢ = 0, which can be shown by implicitly differentiating (??). Finally, when
0 < A < 1/2, the solution is analytic with reversed boundary conditions.
This figure clearly marks the three categories of traveling wave solutions
we want to study. We can describe the first category analytically by (2?),
but for the last two categories we will need find non-classical® solutions.
In the next chapter we regularize (??) to determine the weak solutions for
these two special categories.

2.4 Similarity Solutions

It may be natural to ask what other types of special solutions exist for the
PDE. Similarity solutions can be thought of as solutions of the form

u(x, t) = x"tf(Q) (2.10a)
o(x,t) = x"g(0) (2.10b)

where { £ xPt, and a,b, p are real. After substituting these solutions into
(??) we find that certain choices of 4,b and p will not satisfy the PDE. In

2Non-classical solutions to a PDE are not differentiable and thus do not satisfy the PDE
in its differential form. They are more often referred to as weak solutions and require a
careful analysis of the system in order to demonstrate their existence and stability.
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A=12 08 A<12

Figure 2.2: Implicit solutions to (??) for various values of A. (a) A > 1,

b)A=1()1/2<A<1,(d)A=1/2(e) A<1/2.

fact, we found that the only possible similarity solutions for (??) have the
form

u(x,t) = xf(t) (2.11a)
o(x,t) = g(t). (2.11b)

Plugging these solutions into ?? gives

xf' 4+ xf>=0 (2.12a)
§=@g+A)f -3 (2.12b)
Solving (??) for f and g gives
(t) = ! (2.13a)
f t+C A

o exp t2+tC11—1
() =exp <tt+tgll+1) (Cz —A/ ((5_}_232) dt | (2.13b)

where C; and C; are integration constants. There is no closed form solution
for g(t).

Normally, these similarity solutions are used to understand the dynam-
ics of non-classical solutions to a PDE. As will be demonstrated in the next
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chapter, there do exist weak solutions to (??), however we were unable to
find a good use for the similarity solutions to contribute to our analysis.

Another type of solution we tested were purely linear solutions that are
invariant over time. We let u(x,t) = mx where m € R. Then (??a) forces
o(x,t) = m?x?/2 + C where C is an integration constant. Substituting these
solutions into (??b) and simplifying gives

2
(ms—i—mz)%—l—C—m(C—FA):O.

Since m, C, and A are all constants, then we need to eliminate the x2 term for
this equation to be valid. By setting m = 0 or m = —1, the coefficient (m> +
m?) diminishes. This is surprising because it shows that linear solutions
are only possible with these two slopes. Substituting m = —1 forces the
condition A = —2C. Thus, given a value for A, there is a unique translation
of ¢ that will satisfy the PDE. For traveling wave solutions we found that
S = (U? —1)/2, in which case the term C = —1/2. This forces A = 1,
which is precisely the value of A that we found to exhibit a linear traveling
wave solution in the last section.



Chapter 3

Regularization

3.1 Introduction of Viscous Term

To understand the behavior of (??) when A < 1, we shall modify (??) so
that its solutions are guaranteed to be smooth, and unique. Our model has
non-analytic traveling wave solutions for bad values of A because we have
not directly accounted for fluid viscosity. As shown in the introductory
chapter, we have accounted for the polymeric viscosity  and the relaxation
time A. Fluid viscosity will prevent an actual fluid from experiencing non-
analytic behavior. To account for fluid viscosity in our system, we add a
diffusion term to (??a). The governing equations become

Up + Uy = Oy + Elyy (3.1a)
Aoy + uoy — oity) = iy — 0, (3.1b)

where ¢ is a positive constant. This new system has smooth and unique
solutions because of the diffusion term. Further, solutions to (??) approach
the behavior of solutions to (??) as e — 0.

We shall now non-dimensionalize this system in the same fashion as
Section 1.1. If we change to the moving coordinate system ({,7) = (x —
vt,t) and translate u(x, t) vertically by 7 units so that u*(x,t) = u(g, ) +
v and 0*(x,t) = 0({, T), we find that u},(x,t) = u;({, 7). Substituting
u*(x,t) and o*(x, t) into (??) and simplifying gives

Ur +uug = oy + eugg (3.2a)
AMor +uop — oug) = pug — 0. (3.2b)

Since u and ¢ are assumed to be solutions to (??), then this shows that
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u*(x,t) and o*(x, t) are solutions to (??) as well. We may therefore assume
without loss of generality that u; = —ug.

Now, non-dimensionalize the variables u, 7, x, t, A and yu as they were in
Section 1.1. Let ¢ = €/(pA) so that € is dimensionless. Substituting these
expressions into (??) gives

ﬁ? + Ulx = 0x + Elxx (33&)
T+ uoy = (C+A)ux—0 (3.3b)

It is important to note thate — 0 as e — 0.

3.2 Modified ODE

We will now perform the same traveling wave analysis on (??) as we did
for (??) in Chapter 2. The traveling wave solutions are of the form u(x,t) =
U(C)and o(x,t) = S({), where { = x — ct. Substituting these solutions into
(??) and simplifying yields

uz—1
2

elUS = (S+ A) (u22— L s) —€S. (3.4b)

el =

-S (3.4a)

The boundary conditions force ¢ = 0. The singularities of this system will
no longer occur as a result of a particular choice of A. When U = 0 thereis a
potential problem, but it will be dealt with by the end of this chapter. Recall
that the old traveling wave solutions satisfied S = (U? + 1) /2, which need
not be the case here. For simplicity of notation, we define

def

F= (U*-1)/2-S.

3.3 Phase Plane Analysis

In this section we shall conduct a phase plane analysis of the system (??).
We rewrite it below in more concise notation.

F
u = (3.5a)

€
_ (S+A)F—eS

!
5 Ue

(3.5b)
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The U-nullcline can easily be described as F = 0. When this condition
is satisfied, (2?b) shows that S’ = 0 only if S = 0. Therefore, the only
equilibrium points in the phase plane are (1,0) and (—1,0). The condition
of the U-nullcline forces the exact same relationship between U and S that
solved (??). There are two S-nullclines:

Sizz<K—(A+s):|:\/(K—(A+e))2+4AK>, (3.6)

where K £ (U2 — 1) /2. Observe that

lir% 5. =K (3.7a)
E—>
lin% S_=-A. (3.7b)
e—

The limit (??a) implies that F — 0. Thus the higher S-nullcline, denoted S,
converges to the U-nullcline (which shall be denoted as Si;) as ¢ — 0.

A>1 1/2 <A<1

©0) 0 1,0 )

04

06 0.6

0<A<1/2

(-1,0) (1,0)

04

0.6

co

Figure 3.1: Phase portraits of the viscous system for various values of A
wheree =0.001. (@) A>1,(b)1/2<A<1,(c)A<1/2

Figure ?? shows three different phase planes for the system (??) when
e is very small. In each graph, the curves S, and Sy are indistinguish-
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able since they converge when ¢ is small. Notice the qualitative difference
among the phase portraits for the three values of A. When A > 1, the so-
lutions remains very close to Sy;. When 1/2 < A < 1, the solution travels
linearly from (1,0) to Sy, then travels close to the curve Sy, and finally
travels linearly to (—1,0). When A < 1/2, the solution travels linearly
from (1,0) to (0,—A), and then linearly from (0, —A) to (—1,0), without
ever approaching Sy;. Each solutions trajectory is symmetric about the line
u=0.

3.3.1 Analysis of the Equilibrium Points

To better understand why these solutions look qualitatively different, we
begin by studying their behavior near the equilibrium points. We denote
the information corresponding to the initial equilibrium point, (1,0), with
a subscript L, and the terminal equilibrium point, (—1,0), with a subscript
R. The Jacobian matrices for this system, at each equilibrium point, are

e -1 1 1
Ju=1a _wie JR=| A ] (3.8)
€

€ € €

The eigenvalues of these matrices are

Af:zle(Qi\/Qz —|—4e) Aﬁ:—zls <Qi\/Q2—|—4s), (3.9)

where Q ¥ 1 — A —¢&. These eigenvalues are of opposite parity for all

e > 0. Therefore, each equilibrium point must be a saddle point. Since our
solutions should begin at (1,0) and end at (—1,0), we will only concern
ourselves with the unstable manifold! of (1,0) and the stable manifold of
(—1,0). The associated eigenvectors of these eigenvalues of interest are

5t = [1, 2-0- v Q* +4e (3.10a)
by = [1,—2 —Q- v Q*+de ) (3.10b)

1 Associated with a saddle equilibrium point are two curves, defined approximately by
the eigenvectors, passing through that point. Trajectories traveling along one of the curves
is attracted to the equilibrium point, corresponding to the positive eigenvalue, while the
other repelled, corresponding to the negative eigenvalue. We call these two curves the
stable and unstable manifolds respectively.
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The limit of this eigendata as ¢ — 0 is

iy = iy £ ea19)
iz = iy -2 6119
e ea19
lim 5, = lim [1, —Z_(Q;’QD] (3.11d)

Each of these limits depend on the value of
Iim(Q + Q) =lim(1 - A+ |1 - A)).
e—0 e—0

Recall that we are doing this analysis to understand the behavior of the
traveling wave solutions when A < 1. This condition forces

lim(Q+1Ql) = 2(1 - 4).

Substituting this quantity into the above eigendata gives

11501 Al =00 (3.12a)
lim Ag = —co (3.12b)
lim 7 = [1,A] (3.12c)
lim & = (1, —A] (3.12d)

This eigendata implies that, along the unstable manifold of (1,0) and
the stable manifold of (—1,0), the solution travels infinitely fast in the
phase plane within the locality of the equilibrium point, as ¢ — 0.

3.3.2 Symmetry

From Figure ?? it appears that the solutions of (??) are symmetric about the
line U = 0. If we are able to prove this, then it will only be necessary to
study the phase plane in the region U > 0.

Let T : R? — R? be a function that maps any point in the phase plane
to its corresponding symmetric point about the line U = 0. One can easily
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verify that T(U, S) = (—U, S). Now make the variable transformation V =
—U and W = S, and reverse time by setting 7 = —.
Rewriting (??) in terms of this new variable transformation yields

vt
€

_ (WHA)F—eW

N Ve ’

which is precisely the same governing equation as (??). So solutions to this

system are symmetric about the line U = 0 and inverse in time. This proves

the symmetry of solution to (??) about the line U = 0.

(3.13a)

W’ (3.13b)

3.3.3 Trajectory Approximation Analysis

Let us focus our attention on the initial equilibrium point, (1,0). The anal-
ysis from the Jacobian matrix showed that the solution travels very quickly
along a linear path, starting from (1,0). One natural question to ask is how
far the solution will move away from the U-nullcline. The slope of Si; at
(1,0) is

dSy

AU |y

The local slope of the unstable manifold at (1,0) is A. Figure ?? shows
what happens when A < 1. The unstable manifold will initially travel
away from the U-nullcline. We can set ¢ small enough so that the solution
will continue its linear trajectory to a point outside of an & neighborhood of
the curve 5.

Now we consider the solution’s behavior in a region outside of an ¢
neighborhood of Sy;. In this region, |F| > e. With this approximation we
can make the following simplification to (??), assuming that |U| > .

= Uy, = 1. (3.14)

u' = g (3.15a)
, (S+AF S+A_ ,
~ = . .15b
S U T u (3.15b)
From the second equation we find,
/
A
as S S+ ' (3.16)

au - u”ou
This simple ODE can be solved analytically for S in terms of U as
S=MU-A, (3.17)
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where M is an integration constant. So we expect approximately linear
behavior of the solution trajectory in a region far from S;;, when ¢ is small.
If we assume that line passes through (1,0), this forces M = A. Therefore
this line will have precisely the same slope as the unstable manifold! This
explains the linear behavior of the solutions in the phase plane when A < 1,
as seen in Figure ??2.

0.02}- A<l

0.01

-0.01-
-0.02-
-0.03-
-0.04-
-0.05-

-0.06

-0.071

I I I I I
-0.85 -09 -0.95 1 1.05

u

Figure 3.2: Behavior of solution far from the U-nullcline for when A <1

We define the particular solution to 22 as S; = A(U —1). As e — 0, the
speed at which the solution travels away from (1,0) approaches infinity.
From (??), it is clear that the solution will always travel quickly and linearly
whenever F >> e. It then makes sense that linear pieces of the solution in
the phase plane correspond to shocks, since U({) and S({) will appear to
change instantaneously as ¢ — 0.

In Figure ??, it appears that once the solution re-approaches Sy, it re-
mains close to it. In the next section we shall prove this rigorously. For now,
given that S; is the only piece of the solution corresponding to a shock, it
is possible to calculate the height of the shock. The shock height is simply
the difference between the two points at which S; and Sy intersect. Setting
S; = Sy gives

AU-1)=U-1)(U+1)/2.

By solving this equation we find that the two points of intersection are

(2A—1,2A*-2A) and (1,0).
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Taking the componentwise difference between these two points gives the
shock heights for U and S, respectively:

hy=2—2A (3.18a)
hg =2A% —2A. (3.18b)

When A < 1/2, the second point at which S; intersects Sy; is beyond
the line of symmetry, U = 0. In this case, the solution travels linearly to the
point (0, —A), and from there it travels linearly to the point (—1,0). The
solution never slows down and so the entire shock ranges from (1,0) to
(—1,0). Taking the componentwise difference between these points gives
the shock heights:

hy =2 (3.19a)
hs = 0. (3.19b)

From Figure ?? we observe that the solution passes through the point (0, —1/2)
when 1/2 < A < 1. However, when A < 1/2 the solution will passes
through (0, —A). This will be proven rigorously in the next section. Fig-
ure ?? illustrates qualitative structure of the two classes of weak traveling
wave solutions.

1 1

12<A<1 08 0<A<1/2

08 Shock Height=2 - 2A
06 06

04 04

02
O o Shock Height =2

02
D o

-0.2 -0.2

0.4 0.4

-0.6 -0.6

-0.8 -0.8

1 -1
4 -3 2 Kl -

Figure 3.3: Qualitative structure of weak traveling wave solutions for two
cases: (a)1/2 < A<1,(b)A<1/2

3.4 Trapping Region Arguments

In this section, we use several trapping region arguments in the phase plane
to rigorously prove a few propositions of the previous section. Due to the
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symmetry of the solutions, it will only be necessary to study the region in
the phase plane corresponding to U > 0.

We begin by assuming that 1/2 < A < 1. It will first be necessary to
show that solutions are trapped above S (see (??)). It suffices to show that
Su < Sy when U € (—1,1). Taking the difference between the two curves
gives

1
St =Su=-3 (K+A—|—£—\/(K+A+8)2—25K>. (3.20)

Recall that K = (U? — 1)/2. Notice that K < 0 when U € (—1,1). The
minimal value for K is —1/2, which implies that K + A 4+ ¢ > 0 since A >
1/2. It follows that (??) must be positive which verifies that S, > S;; when
Ue(-11).

For all point lying above the curve Si; we know from (??) that U’ < 0.
Along S, the vector field has no vertical component. Therefore, any point
existing above S, is trapped above this curve. So S, provides a lower
boundary for solutions, as shown in Figure ??.

o o (L0 (1,0) ¢

S=54

-04

0.6

Figure 3.4: The curve S, provides a lower left bound for solution trajecto-
ries.

In the phase plane analysis of the previous section, we observed that the
solution travels linearly from (1,0) to Sy, after which time it remains close
to Sy. We will prove the latter property by constructing an appropriate
trapping region. We have already constructed the bottom of this trapping
region, S. We shall now construct the top.

Consider the curve defined as S; = S, + &. We first demonstrate that
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Se > S when U € (—1,1). Taking their difference and simplifying yields

Se—S4 = s+% [K+8+A—\/(K—|—€+A)2—4K€]

1
> £+2[K+£+A— (K—I—s—i—A)Z}
= ¢
> 0,

as desired.

02 '
12<A<1

(-1,0) (1,0)
) o

4
» 02 S5=5¢
-«—

j/ S=5.
s |

Figure 3.5: Trapping region between the curves S; and S/

Since ¢ is small, then /e > ¢ Therefore, the curve S Ve s, + Ve > Se >
S+ when U € (—1,1). The curve S . shall define the top of the trapping
region, shown in Figure ??. We have already shown that solutions must be
trapped above S, so what remains to be shown is that they are trapped
below S ;. We do this by demonstrating that the vector field along S
flows into the trapping region. That is, the slope of the vector field along
the curve S ; exceeds the slope of the curve itself. This can be expressed
more formally as dS/dU|s—g s > dS g/dU. Simplifying this inequality
yields

U? < (S e+ A) 4+ VeS k.

Letting ¢ — 0 makes this inequality as restrictive as possible. Further sim-
plification yields
0<U<V2A-1, (3.21)

aslongas A >1/2.

This trapping region must be valid for the non-linear part of the solu-
tion trajectory. That is, we would like it to be valid for U € (0,24 —1).
The above inequality shows that it is valid for (0, v/2A — 1). Observe that
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V2A—-1>2A -T1aslongas1/2 < A < 1, which is we have assumed.
The vertical width of this trapping region depends on ¢, so we can make it
arbitrarily small by letting ¢ — 0. This trapping region shows that once the
solution re-approaches Sy, the solution is forced to remain close to Si; until
u=0.

12<A<1

(-1,0) (1,0

o 02 —
S=5; )
04 7 S§=8;

0.6

Figure 3.6: Trapping region between S and the line S;, = (U —1)/2

Now we shall construct a trapping region that demonstrates that the so-
lution trajectory passes through the point (0, —1/2). As a lower bound we
use Sy once again. For the upper bound, we use the line passing through
points (1,0) and (0, —1/2), as seen in Figure ??. We define this line by
S = (U —1)/2. To show that solutions are trapped below S, we need to
verify the inequality dS/d U|5:SL > dSp/dU. Simplifying this inequality
gives

2¢

u> AT (3.22)
When ¢ small enough so that 0 < ¢ < 2A — 1, then this inequality sim-
plifies to U > O(¢).? So the trapping region is valid for U € (O(¢), 1), as
we would like. Since & can be made arbitrarily small, this trapping region
shows that the solution trajectory must pass through the point (0, —1/2).
Our analysis has not been successful in demonstrating that the solution
trajectory reaches the point (0, —1/2) in finite time when 1/2 < A < 0.

%In this case the symbol O(e) is meant to denote some term that is proportional to ¢, and
thus goes to 0 as e — 0.






Chapter 4

Characteristic Analysis

4.1 Characteristic Variable Transformation

Recall our original PDE system derived in Chapter 1:

Ut + Uy = Oy (4.1a)

0 +uoy = (0 + A)uy — 0. (4.1b)
The characteristics of this PDE system are curves in (x, t)-space that show
how information is being propagated. The functions # and ¢ may vary
along these characteristic curves. In a hyperbolic system, such as (??),
the speed at which information travels, and hence influences other points,
must be finite. To determine the characteristic curves of (??) we will rewrite
the system into its matrix-vector form, §; + Bfx = b, and diagonalize. For
our system we have

def |U def u -1 = af | 0
I O B

The eigenvalues of B and their associated left eigenvectors (i.e. the eigen-
vectors of BT) are

A =u+VA+0o (4.3a)
- [m, qtl} : (4.3b)
Multiplying both sides of the PDE by 7. gives
5, (§, + Biy) = 7. b (4.42)
Gy (G + Ayifx) = Oy b. (4.4b)
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Dividing (??b) by v/ A + o gives

u — 2 + W+ VA+0) (ux— ek = ’
(- 72) (- 7255)

VA+o VA+o A+o
(u—2vVA+o)+(u+vVA+o)(u—2vA+o), = Aa—i—a'

Similarly, following the same process with 7_ gives

(u+2vVA+0)i+(u—VA+o)(u+2vVA+0), = —\/;7%.

The PDE written in this alternative form is rather useful. These equation
look similar to a system of transport equations with a source term. To see
this we define

LEu+2VA+0 (4.5a)
REu—2VA+o0, (4.5b)

which is the proper change of variables for the characteristic analysis. Now
the PDE system becomes

Li+(u+vVA+0o)Ly = 7 (4.6a)
A+o
o
R +VA+0)R, = — . 4.6b
t+(utvA+o) JATo (4.60)

We know how to write L and R in terms of u and ¢, but notice how it is also
possible to write u and ¢ in terms of L and R. From the definitions we find

that
U= L+R (4.7a)
2
2
c= (LR) — A. (4.7b)
4
Rewriting the entire system completely in terms of L and R gives
3R+ L ~ (L—=R) 4A
L + ( 1 > Ly = 1 -} (4.8a)

BL+R\ . (L—R) 4A
Rt+<4>Rx—— PR Ty (4.8b)



Characteristic Analysis 27

The initial conditions for L and R can simply be transformed based on
their definitions in terms of u and ¢. The boundary conditions are

L(—co,t) =1—2VA L(co,t) = —1—2VA (4.9a)
R(—c0,t) =14 2VA R(co,t) = —142VA. (4.9b)

We can study the characteristics in this transformed PDE system and un-
derstand how information propagates.

4.2 Characteristic Analysis

In any hyperbolic partial differential equation there is a certain way that in-
formation propagates in the system. Characteristic curves are curves in the
(x,t)-plane, starting at (xo,0), that move continually along a path that de-
scribes where information is being propagated to (see Figure ??). In many
cases, solutions to the system will be invariant along the characteristics.
However, because of the source terms! in (??), the solutions will not nec-
essarily remain constant along the characteristics. The transformation of
the previous section allows us to analyze the characteristics of the system.
Since there are two equations, and two distinct wave speeds,2 we will need
to define two families of characteristic curves. Namely,

Ce = {(x¢(8), £2(8)) [ € = 0} Cy = {(xy (1), £y () | 7 = 03,

where ¢ and 7 are the parameters for each family of characteristic curves.
We can think of the functions L and R as functions of the parameters ¢ and
1

L(Xg, tg), L(XU, tﬂ), R(x(:, tg), R(xﬂ, tﬂ).
The eigenvalues, expressed in (??a), describe the speed of propagation for
the two characteristic curves. The characteristic speed of propagation is
given by dxz/dt; and dx, /dt,, respectively. Therefore, these functions of ¢
and 7 must satisfy the following set of differential equations.

dx§ 3R + L

@M T (4.10a)
dxy 3L+ R

TN = 4.1
dt, 4 (4.10b)

n this context, the source terms refer to those terms in (??) that do not contain an x or
t derivative
2The eigenvalues in (?2a) are defined to be the two distinct wave speeds in the system.
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Observe that we have the freedom to set dtz/d¢ and dt, /dn arbitrarily. We
found that it is easiest to let

dt;
i 1. (4.11b)

As mentioned earlier, L and R will not be constant along the character-
istics. However, we can easily calculate their rate of change based on the
dynamics of x¢, tg, x; and ;. Using (??) we have

oL . dtg dx,: o 3R+ L . A
%_Ltd_g—i_ xd_g_Lt+< 4 >Lx—<w—;) (41261)

OR  _dt,  dx, BL+RY ., A

where w & (L — R) /4.
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Figure 4.1: An example of a characteristic diagram for our system. Time is
represented by the vertical axis and x on the horizontal axis.
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Each individual characteristic starts at ¢ = 0 and some unique value
X = X, as seen in Figure ??. From this we can uniquely determine the val-
ues of L and R, depending on how the initial conditions are defined. This
characteristic information will lead us to design an alternative numerical
scheme that solves for the characteristics and the solutions, L and R, at the
same time.

Let us now make a few observations about the characteristics them-
selves. Suppose that L and R take on their boundary values, as seen in
(??). We demonstrate here that the values along each of their respective
characteristics will not change locally. On the left boundary we have w =
[(1+2VA)—(1-2VA)]/4 = VA, and on the right boundary we have
w = [(-1+2VA) — (-1 —-2VA)]/4 = VA as well. So in either case we

have
oL A
- (\/ _ A) _ (4.13a)

aR A
=- (\/Z— \/A7> _o, (4.13b)

as desired. This fact will be useful when we develop the method of charac-
teristics in the next chapter.






Chapter 5

Numerical Algorithms

A helpful tool in our analysis of (??) has been our numerical approxima-
tions. A graphical user interface program, with many powerful features,
uses each of the numerical schemes that will be described in this chapter.
The inner-workings of the program itself will be described in Chapter 7.

5.1 Lax-Wendroff Method

Let us first describe some notation. We define the space and time inter-
vals as [0, T] and [X, Xg]!, respectively. Both intervals are discretized into
step sizes of Ax and At, respectively. Let x; denote the ith spatial point in
this discretization, starting from Xr, where i = 1,2,...1. Let t, be the nth
time point in the discretization starting from zero, where n = 1,2, ...N. For
shorthand we shall denote u!' ~ u(x;, t,) and 0" ~ o(x;, t,).

The program is designed to step forward through time and update the
entire spatial interval at each step so as to simulate the solution. We use
a Taylor approximation to approximate the value of the solution using
known values from previous time steps:

AF?

u(xi, tye1) = u(x, ty) + Atue(x;, ty) + Tutt(xi, tn) + O(At3) (5.1a)
At?

O'(Xi, tn+1) = O'(Xi, tn) + Atat(xi, tn) + TO'tt(xi, tn) + O(At3). (51b)

1Al’chough we would like our spatial interval to be infinite, this is impossible for a com-
puter program to simulate. Thus we define X; and Xy to be far enough away from the
center of the solution so that asymptotic boundary conditions can be approximated. In
fact, it suffices to simply make the interval larger than the domain of dependence for the
segment of the solution that does not satisfy a boundary condition.
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The t-derivatives of u and ¢, can be expressed completely in terms of x-
derivatives using (??). We modify (??) slightly so that the system is split
into two easier subsystems?. The numerical algorithm will solve the two
subsystems in sequence at each time step. The algorithm will first account
for the effect of

U = Oy — Ully (5.2a)
0t = (A4 0)uy — uoy, (5.2b)

and then accounts for the effect of
o =—0o". (5.3)

To calculate the effect of (??), we use the Taylor approximation given in
(??). To calculate the effect of (??) we multiplying the result of the first
substep by e~*. This will be made more clear in a moment.

To complete the second order Taylor approximation in terms of only x-
derivatives, we must calculate u;; and 3. We therefore differentiate both
sides of (??) with respect to t and after repeated application of the chain
rule and some further simplification, we obtain

Uy = (A4 0 4 U tlyy — 2u0yy — Uy0y + 21 (11y)? (5.4a)
o = (A+ 0+ u?)oyy — 2u(A+ )ty — (0%)2 (5.4b)

Now that we are able to express all t-derivatives completely in terms of
x-derivatives, we may simplify (??) into an explicit method where the x-
derivatives are calculated using centered first order finite difference ap-
proximations. Define the quantities

01 ~ us(xj, ty)Ax i~ oy (xi, b)) Ax

OF ~ uy(x;, tn)sz/Z I ~ oy (x;, tn)sz/Z.

Observe that each of these quantities can be expressed in terms of the ele-
ments of the set

n n n n n n
{ui g, ul, uly, 0l 07,0741}

2In [?] this is referred to as the fractional step method. LeVeque shows that the method
converges to the solution as Ax, At — 0
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Now our numerical method can be computed by the following steps:

) At AP

, At AP
utt =y (5.5¢)
ot = ol e M, (5.5d)

To calculate the solution values at the spatial boundaries we introduce
ghost cells,®> which are defined beyond the spatial boundaries. We set the
value in these ghost cells to be the boundary values given for (??). This
is justified because we’'re assuming asymptotically constant boundary con-
ditions on both variables. The ghost cells allow us to use a centered finite
difference approximation to approximate the x-derivatives on the spatial
boundary.

The above method is not TVD*. However, we can always refine the grid
so that it passes the CFL stability conditions®. The eigendata in (??) tells
us the rate at which information travels in this system. To pass the CFL

condition we need
u(x,t) £/ A+o(x, t)’ (5.6)

As expected, there is minor oscillation near a shock solution that cannot
be resolved regardless of the choice of Ax. The method passed the test for
traveling wave solutions of all speeds and, based on many simulations,
the traveling wave solution appear to be numerically stable. This will be
explored further in the next chapter.

Ax > At max
XE[XL,XR}

3Ghost cells are artificial spatial grid cells that are defined on the left and right spatial
boundary. Since this model assumes asymptotically constant boundary conditions, we hold
the ghost cells constant. See [?] for a more complete explanation of ghost cells.

4Total Variation Diminishing. Total variation is defined as TV = |- ;((L R |uy| + |ox| dx. The
total variation of a numerical solution should diminish over time in order for the method
to be considered TVD. For more details, see [?].

5The CFL condition is a condition that some numerical methods must pass in order to
ensure that the numerical domain of dependence contains the analytic domain of depen-
dence. In this numerical method, it does not make sense for a point to influence points that
are outside of its range of influence. If the CFL condition were not passed it may result in
the numerical method being highly unstable. See [?] for further details.
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5.2 Method of Characteristics

The method of characteristics is a numerical method for computing solu-
tions that utilizes the characteristic information of the solutions. To develop
the algorithm, we draw from the results of the previous chapter. We de-
fine the space and time intervals as [0, T] and [X}, Xg], respectively. Both
intervals are discretized into step sizes of Ax and At, respectively. Let x;
denote the ith spatial point in this discretization, starting from X, where
i =1,2,..1. Let t, be the nth time point in the discretization starting from
zero, where n = 1,2,...N. For all times after the initial time, the spatial grid
need not be uniformly spaced. In fact, at each time step, we shall redefine
the grid. Let x¢(i, n) represent the x-coordinate of the § characteristic orig-
inating from x;, at time t,. Likewise, let x;, (i, n) represent the x-coordinate
of the # characteristic originating from x;, at time t,,.

We will keep track L along the ¢ characteristic and R along the 7 char-
acteristic. We do this because we can easily determine how they change
along these characteristic by (??). When it is necessary to find R on the ¢
characteristic or L on the 7 characteristic, they will be determined by in-
terpolation. Since it is likely that the characteristics will travel together in
a small region, we will keep track of the boundary values far outside of
the domain of dependence. For clarity of notation, we will let R¢(i, 1) de-
note the value of R along the ¢ characteristic originating from x;, at time t,,.
R, (i,n), Lg(i,n) and L, (i,n) are denoted analogously. The pseudocode for
the algorithm is shown below.

forn = 1 throughn = N

wg(i) _ Rg(i,n);Lg(i,n)
w, (l) _ R,,(l,n);Lq(z,n)
/\]7 (l) _ 3L,7(i,n);rR,1(i,n)

xe(i,n+1) = xg(i,n) + Ag(i) At
xp(i,n+1) = xp(i,n) + A, (i) At

L' (iym) = (we (D) = 247)
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R, (i,m) = — (wy () = 517

Le(i,n+1) = Lg(i,n) + Le (i, n) At

Ry(i,n+1) = Ry(i,n) + R} (i,n) At

Ly(i,n+ 1) = Interpolate {x¢(i,n +1), Lg(i,n + 1) } onto x, (i,n +1)

Rg(i,n + 1) = Interpolate {x,(i,n +1),R,(i,n + 1)} onto xz(i,n + 1)
end loop

forn = 1throughn = N

L! = Interpolate {x¢(i,n), L¢(i,n)} onto x,(i,1) for all n
R! = Interpolate {x,(i,n), R, (i,n)} onto xz(i,1) for all n

end loop

The boundary conditions are incorporated into the interpolation steps.
Because the ¢ characteristics moves to the right relative to the # character-
istics, we know x;,(i,n) < x¢(i,n) for all i and n. Thus for each time step 7,
we consider the interval

[x,(1,n), xe(1,n)]. (5.7)

In particular, we calculate the length of (??) and multiply it by 2 which we
set to the quantity B,. Then, at the interpolation of Ly, we define the addi-
tional points (x,(1,1) — By, up +V'A) and (xz(I,n) + By, ug + V/A). Like-
wise, at the interpolation of Rg, we define the additional points (x,(1,7) —
By, u, — V/A) and (xz(I,n) + By, ug — v/A). We can define these points in
this way because we learned in the previous chapter that L and R remain
constant along the characteristics when they are both equal to the bound-
ary conditions. In particular, this was shown in equation (??). It is assumed
that the user will define an interval that is large enough so that, for the
given initial condition, the asymptotic boundary conditions are met in the
interval [X, Xg]. If that is the case, then because the points being added
are far away from the domain of dependence, they will remain equal to
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the boundary values along their characteristics. Thus it is safe for us to as-
sume that, at any given time, the points being added take on the boundary
values.

Using these numerical schemes, we verified the apparent global conver-
gence of initial data to traveling wave solutions, which will be discussed in
the next chapter.



Chapter 6

Stability and Convergence

6.1 The Global Convergence Conjecture

Using the numerical methods described in the previous chapter, we ob-
served that all initial, defined as a perturbation to the traveling wave so-
lution with compact support, seem to converge to some translation of the
traveling wave solution. In particular, the solution will converge to the
unique translation of the traveling wave solution such that the area be-
tween the perturbed solution and the said traveling wave solution, over
the entire spatial domain, is equal to zero. The conjecture can be stated
more formally as follows.

Conjecture: Let u(x,t) and o(x,t) be solutions to the boundary valued
problem (??) on the domain x € (—o0,00) and t € [0,00). Let uy(x,t)
and oy, (x, t) be traveling wave solutions (i.e. solutions to (??)) such that
Jg [1(x,0) — uy(x,0)] dx = 0. Then

lim | (Ju(x, t) —up(x,t)| + |o(x,t) — ow(x,t)]) dx =0 (6.1)

t—co JR

While we have been unsuccessful in proving this conjecture, we are able
to show convergence and stability in a few special cases.

6.2 Perturbation Analysis

We now analyze the stability of these traveling wave solutions under slight
perturbations with compact support. Let U and S represent traveling wave
solutions to the system. Consider a solution to the system of the form
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u(x, t) = U(x) +e(x,t) and o(x,t) = S(x) +6(x, t) where e(x, t) and §(x, f)
are defined to be zero everywhere except for when x € () where () C R is
closed and bounded. Plugging u(x, t) and o(x, t) into (??) and simplifying
gives

g+ Uey + U'e + e = 6y (6.2a)
S+ Uby+Se+edy — U — Sey — e, 0 = Aey — 6. (6.2b)

We can simplify (??a) using the product rule to get

&t + (US)x + <822) - 5x/ (63)

which after integrating both sides with respect to x and rearranging some
terms, becomes

a/sdx— (S—I,Is:—é ) =0 (6.4)
ot Jr - 2 700_ ' )

Recall that ¢ and 6 have compact support. Equation (??) shows that there
is no change in the area of the perturbation, &(x, t), over time, regardless of
its magnitude (see Figure ??).

Figure 6.1: Example of a perturbation we have studied. The area of ¢ here
is zero, and will remain zero for all time.

Now let us make the simplifying assumption that the perturbations,
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and their derivatives, are extremely small. We could then simplify (??) to

g+ Uey + U'e = 6, (6.5a)
5t + Uby + S'e — U'6 — Sey ~ Aey — 6. (6.5b)

We make the second simplifying assumption that U ~ up and S ~ 0,
where 19 is a constant, when x € (). This is possible if () is far away from
the center of the wave so that the asymptotic boundary conditions force
u(x,t) and o(x, t) to be nearly constant. Now (??) can be simplified to

€ + UpEyx = Oy (6.6a)
O + upby ~ Aey — 6. (6.6b)

After integrating on both sides with respect to x over the entire real line we
find

9

5 /]dex ~0 (6.7a)
a/ 5dx ~ —/ 5dx. (6.7b)
ot Jr R

We already know that (??a) is a strict equality from (??). However, notice
that (??b) implies that the area of of the perturbation J(x, t) is exponentially
decaying over time. However, this is not sufficient to show convergence
since the perturbations could be converging to anything with zero area. It
would be more useful to see what happens to the integrals of ¢ and 62 over
time. We can analyze this by multiplying (??a) by € and (??b) by ¢ and then
integrating both equations with respect to x. After some simplification we
obtain

E)/ e dx ~ —2/ Oeydx (6.8a)
ot JRr R

9 / 2 dx ~ 24 / Seydx —2 / 8 dx. (6.8b)
ot Jr R R

The quantity de, makes this system rather difficult to analyze. However,
there is one extremely important fact to take note of. The function & will
diverge the fastest when J o< —¢,. However, when this is the case, notice
that 6 will diminish as quickly as possible. In the reverse case, when § « ¢y,
then ¢ will diminish as quickly as possible but > may or may not dimin-
ish, depending on its current value. Notice that if €? is small enough, then
it would follow that ¢, is small, meaning that 6* will decay exponentially



40 Stability and Convergence

over time. Therefore, if one can show from the equations that ¢, is ap-
proximately proportional to J, then it would easily follow from the above
argument that the traveling wave solutions are locally stable when u and ¢
are approximately constant.

6.2.1 Plane Wave Analysis

Using plane waves, we can show perturbations in the constant region of u
and ¢ tend to diminish. Suppose that the functions &(x,t) and é(x, t) take
on the following forms

e(x,t) = a(t)e™  &(x,t) = b(t)e™,

where k is the wave number of the plane wave and, ¢(t) and J(t) are the
amplitudes of the plane waves over time. Substituting these solutions into
(??) and simplifying yields

ar(t) = —iugka(t) + ikb(t) (6.9a)
be(t) = iAka(t) — (1 + iugk)b(t). (6.9b)

To show that these amplitudes decay over time, we need only show that
the real part of the eigenvalues of this system are negative. We calculate
these eigenvalues to be

Ay = 1 + <1\/1 —4Ak? — iuok> .

2 2

Clearly, Re[A_] < 0. However, for Re[Ay] < 0, we need v1 —4Ak? < 1,
which is equivalent to the condition that k> > 0. This conditions must
always hold since we have assumed that k is real. Therefore, the real part
of both eigenvalues must always be negative. This result verifies the linear
stability of (??) in regions where U and S are approximately constant.

Unfortunately, it is only in this simple linearized case that we are able to
perform this sort of analysis. More complicated arguments are necessary

to analyze the full system. In any case, this set of arguments sets a good
foundation.

6.3 Measures and Energy Arguments

Another way to show convergence is to construct an energy for the system
that diminishes over time. For simplicity of notation, we will define L, and
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Ry to be traveling wave solutions to (??). The measure

def

M(L,R) = (L — Ly)* 4+ (R — Ry)?, (6.10)

satisfies M(Ly, Ry) = 0 and M(L,R) > 0 for all x € R. In particular,
M(L, R) must be non-zero somewhere if (L, R) # (Ly, Ry). We shall define
an energy function, E(t), as follows:

E(t) & / M(L,R) dx. 6.11)
R
To show convergence to a traveling wave solution, (L, Ry), we must

to show that lim;_,. E(t) = 0. It will suffice to show that E;(¢) < 0 for all
t € R*. This inequality has been verified numerically (See Section 7.2.2).

d d
SE(1) = /IR S M(L,R) d (6.12a)
So we calculate
G MLR) =2(L - Lo)(L - Lo +2(L - Lo)(L - Lo)e  (613a)
= 2Li(L — Lw) + 2Ry (R — Ry) (6.13b)

Unfortunately, we were not able to simplify this quantity to anything use-
ful, even when many assumptions were made about L and R.

The measure above was special because it appears as though its en-
ergy decrease monotonically given any initial perturbation (See Figure ??).
We have tested measures that do not necessarily decrease monotonically,
instead they are bounded below some monotonically decreasing function
(See Figure ??). For example, we have tested the measure

M(e,8) = (6 —e/ow + A)? + (6 + /oy + A)>.

The time derivative of the energy of this measure can be simplified to E;(t) =
Q1 + Q2, where

o= [T [Gu—1)e+ M Ew ] e o)

Q) = /_ 0; [Abex — tho (i1)x8(5 +€)] dx. (6.14b)

We can easily show that Q; is always negative. We must therefore show
that Q; is smaller in absolute value than Qp, or that Q, is negative. We
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observe in our simulations that this is true under certain conditions, but
we have been unsuccessful in proving anything. One may notice that Q;
also contains a d¢, term, which we are not sure how to treat. Much of the
analysis that we have done in this section relies on knowing the behavior
of this particular product.



Chapter 7

The VISCO Software Package
for Numerical Simulations

In this chapter we discuss the inner workings of the VISCO software pack-
age that was used to do much of the numerical simulations and numerical
analysis of this PDE system. We begin with a general discussion of the user
interface and then move on to explain some of the deeper functionality and
how it can be used to analyze this PDE system.

7.1 User Interface

7.1.1 Buttons and Bars

To begin VISCO simply type the command visco at the command line
prompt in Matlab. This will open a window similar to the one depicted
in Figure ??. All the buttons, text fields and checkboxes may seem a bit
overwhelming at first, but they will all be explained in this section. Ini-
tially, all the fields are set to their default settings and the user can click the
Run button in the top left corner of the screen to run the first simulation.
Several things will happen after this button is clicked. Text at the very bot-
tom of the window will change to indicate the status and the progress of the
program. The status window is the text displayed at the bottom left corner
of the screen. The text will indicate at what point in the simulation VISCO
is currently at, such as Calculating Initial Conditions and Running Simulation.
This feature is helpful because it can help the user determine if VISCO is
frozen or if certain calculations or processes are taking a very long time.
The Running Simulation step is the main part of the program which uses
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Figure 7.1: Basic screen shot of the startup screen.

the numerical algorithms explained in Chapter 5. This step normally takes
the longest, and to keep track of its progress we display the percent to com-
pletion in the progress bar, located in the bottom right corner of the screen.
When the simulation is complete the progress bar displays Simulation Com-
plete. While the simulation is running, the status bar conveniently gives the
estimated time for calculating the solution which is determined based on
how long the first 200 time steps took.

Once this simulation is complete, several things will happen. The sta-
tus bar reads Playing Solution and the two large set of axes in the window
are animated and play the solution that was just calculated. The default
solution is a simple traveling wave solution with ¢ = 0 and hence does not
move. In the default simulation, the solution was solved out to t = 5 and so
the animation will continue to play until Time = 5. The Time is displayed on
the title of each axis respectively. If the user wishes to pause the animation
they may click anywhere on either of the axes.
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Once the animation is complete, several more things will happen. The
other three buttons in the figure, which shall be explained in a bit, become
active. Furthermore, the status bar indicates the amount of memory that
is currently being used. This is a courtesy to the user who should be con-
science of memory allocation to VISCO. Memory is increased if either the
solution grid is refined, the solution space is expanded, or the solution time
is increased. Memory is being used after each simulation because the so-
lution is stored so that the user may replay the animation. VISCO already
takes many memory conserving measures, such as saving only the mini-
mum number of time frames that are necessary to play a smooth anima-
tion. However, as a consequence, the user does not have control over the
playback speed.

To playback the simulated solution, simply click the Play button. This
feature always plays back the most recently simulated solution. There are
two text boxes next to the play button which allow the user to specify the
time window on which the solution is played. For example if the solution
was simulated in the time domain ¢t € [0, 5] and the user only wants to play-
back the part corresponding to t € [3,4], then simply enter 3 into the first
text box and 4 into the second. VISCO catches bad user input and displays
an appropriate error message in the status window. All error messages are
displayed with red text to draw the users attention to the problem. The
default color of text in the status bar is black.

In some cases, the user may have mistakenly defined a time domain
that was too small. Instead of recalculating the piece of the solution that
has already been solved, the user has the option of calculating the solution
in a larger time domain by appending to the current solution. By clicking
the Continue button, VISCO uses the last time frame of the previous simu-
lation as the initial conditions for the new simulation, while saving the old
simulation. The new simulation runs for the amount of time specified in
the text box next to the button. Once the simulation is complete, only the
new part of the solution is played. To play back the entire solution the user
must click the Play button.

There is one final button in the window, labeled Analyze, which shall be
discussed in further detail later on.

7.1.2 Grid and Parameter Settings

The series of small text boxes in the top right corner of the window spec-
ify all of the parameters and grid settings. The purpose of most of these
variables have been discussed in previous chapters, but we shall quickly
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review some of them here.

e uR: Specifies the value of ur as described in Chapter 1. More specif-
ically, ug = limy_ t(x,t). In Chapters 2 through 6 we assumed
UR = —1.

e uL: Specifies the value of u; as described in Chapter 1. More specif-
ically, u;, = limy_,_ u(x,t). In Chapters 2 through 6 we have as-
sumed that u; =1

e beta: Specifies the parameter value f = 1/A, where A has the same
meaning as in (??). In Chapters 2 through 6 we assumed that f = 1
after non-dimensionalizing.

e alpha: Specifies the parameter value & = u/A where y and A carry
the same meaning as in (??). In Chapters 2 through 6 we have as-
sumed that a? = A.

e xprec: Defines the precision of the grid on which the solution will be
calculated. In particular, xprec indicates the number of data points
that are saved per unit of space (i.e., xprec = 1/Ax). The precision for
the time domain is calculated automatically by VISCO. The program
chooses the smallest possible precision that will yield a stable solution
using the particular algorithm. This is done to conserve memory and
to ensure that the CFL conditions are satisfied. [Note: Increasing xprec
will increase memory usage proportionally]

e tfinal: Specifies the size of the time domain. Essentially, the time do-
main on which the solution will be simulated is t € [0, tfinal]. [Note:
Increasing tfinal will increase memory usage proportionally]

e xmin/xmax: The spatial domain on which the solution will be solved
is x € [xmin, xmax].

7.1.3 Initial Conditions

One of the more complicated aspects of running VISCO is defining initial
conditions properly. Initial conditions can be defined in two ways: in terms
of u(x,0) and o(x,0), or in terms of perturbations to the traveling wave
solution for the given parameter settings, that is ¢(x,0) and d(x,0), as dis-
cussed in Chapter 6. To toggle between these two modes the user may use
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the checkbox in the upper left corner of the screen labeled Wave Perturba-
tion.

The user specifies the initial conditions in the boxes near the top of the
window labeled u(x,t) and o(x,t) or €(x, t) and (x, t), depending on the
current mode. There are some important subtleties to be aware of when
specifying the initial conditions, and several very useful features.

In the text box, the user enters an expression as if it were a Matlab com-
mand. The binary operator symbols have the same significance. The user
may also enter any built in Matlab function such as sin() and cos() and
built in Matlab variables such as pi. There are certain other functions that
the user may enter which will be explained later. The letter x represents
the independent spatial variable and may be entered as such into the ex-
pression. The letters a and b represent the parameters a and B, respectively.
The letter c represents the quantity (uy + ug)/2, and the letter d is given
by the quantity |u; — ug|. In Chapters 2 through 6 we have assumed that
¢ = 0and d = 2. To use the boundary conditions, the user may enter the
variables uL and uR to represent u; and ug, respectively.

VISCO specific functions are very helpful in constructing initial condi-
tions. We give a brief description of them here.

e waveu(uR,uL,a,b,center): This function outputs the traveling wave
solution, U((), given the parameter settings specified by the argu-
ments. As demonstrated in previous chapters, there exists a unique
traveling wave solution once uy, ug, a? and B have been specified.
Here a represents «? and not «. The last argument, labeled center,
specifies the particular translation of the traveling wave solution. In
particular, center specifies the initial location of the center of the trav-
eling wave solution with respect to the x-axis.

e waves(uR,ul,a,b,center): This function has the same purpose as
waveu except it pertains to S(¢). That is, the traveling wave solution
for o(x,t). Again, this can be uniquely determined based on up, ug,
a? and B. The argument labeled center specifies the initial location
of the center of the traveling wave solution with respect to the x-axis.

e blob(start, finish): This function outputs the hump of a sine wave
so that it can transition smoothly with a surrounding flat function.
The width of the hump is determined by the input variables start
and finish. The hump function is defined to be zero everywhere ex-
cept within the interval [start, finish]. The height of the hump is
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set to be of unit height by default, however this height may be ad-
justed by multiplying the function by any scalar.

VISCO makes it possible to define a piecewise function in the following
way. Specify an expression immediately followed by $start,finish$. Do-
ing this will set everything outside the interval [start,finish] to zero, re-
gardless of the expression that came before it. Then to define another piece
of the piecewise function, simply add a second expression after the dollar
sign, followed by another interval of the form $start2,finish2$ which
defines the interval on which the second expression is defined. In general
the input should have the form

expressionl $startl,finishl$ expression2 $start2,finish2$...

In this way the user may define a piecewise function. Note that it is possible
for the intervals to overlap, what happens in this case is that the functions
are simply added. If there is a syntax error when specifying the initial con-
ditions such as too few arguments in a function or not enough dollar signs
etc., an error message will be displayed in the status bar.

7.1.4 Axis Settings

WE

{#) Auto
{ ) Fixed
ik

WA

Figure 7.2: This is a close up view of the section of the startup screen where
the user may adjust the axes settings.



User Interface 49

One of the more powerful features of VISCO is the ability to adjust the
variables that are being tested on each axis. On the right hand side of each
axis there are two activated text boxes, two radio buttons and two inactive
text boxes as shown in Figure ??. The active text boxes display what vari-
able is being represented on the x and y axes of each graph. There is a wide
range of possibilities for what can be entered into these boxes. By default,
the top axes displays u(x, ) against x and the bottom axis displays o (x, t)
against x. Here are some more options.

e u =u(x,t)

e s_=0(x,t)

e a=un
eb=p
e uL =ujp

e uR =up

c = ¢ (Recall that ¢ = (up + ug)/2)
e d =d (Recall thatd = |u; — ug|)

What’s more amazing is that any function of any combination of these
variables can be used as one of the axis settings (e.g. c¥u_ + a*s_xd_). Fur-
ther, any built-in Matlab function can be applied to any of these variables,
and several functions are provided by VISCO for the users convenience.
These include the following.

e dt(function) = takes the t derivative of function which must be a
function in terms of x and ¢ (e.g. dt (u- + 3*e.)).

e dtt(function) = takes the second t derivative of function.
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e dx(function) = takes the x derivative of function.
e dxx(function) = takes the second x derivative of function.

The user may also adjust the viewing window for the graph that is being
plotted. By default, the radio button auto is selected which means that the
axis settings will be set as tightly as possible. To change the axis settings,
select the fixed radio button. Notice that the text boxes ymax and ymin then
become activated. It is assumed that the user would like to view the entire
x-axis, so this option is only relevant for adjusting the viewing window of
the y-axis. Enter the lower bound of the y-axis in ymin and the upper bound
in ymax. To return to the auto axes mode, select the auto radio button and
VISCO will disregard the values entered in ymin and ymax.

7.1.5 Analyze Button

As mentioned in the above, there is one button that remains to be discussed,
and it deserves its own subsection. After a simulation is complete and the
solution has been stored, the user may press the Analyze button. This action
will open up a new window called Analysis, as seen in Figure ??. The main
features of this window are two text boxes, a button, a pull-down menu,
and a large set of axes. The pull-down menu sets the mode for the window
of which there are two. Namely, Measure mode and Characteristic mode. We
shall begin by describing Measure mode.

Measure mode, is used to graph one or two different measures of the
solution over time, where measure has the same meaning as in Chapter 6.
The user may enter two different measures in the two text boxes to com-
pare them on the same set of axes. To define a measure, the user has access
to the same pre-defined variables described in the previous subsection. In
addition, the user may access the following quantities.

e uw_ = the traveling wave solution for u(x, t).

e sw_= the traveling wave solution for o(x, t)

L = the function L(x, t) as described in Chapter 4.

R = the function R(x, t) as described in Chapter 4.

Lw = the traveling wave solution for L(x, f).

Rw = the traveling wave solution for R(x, t).
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Figure 7.3: Basic screen shot of the analysis screen in Measure mode.

e int(function) = takes the integral of function with respect to x (e.g.

int (L2 + R?)).

The measure is the part defined inside the integrand while the energy is the
integral of the measure. In the text boxes the user must enter the energy.
So the command should read int (measure) where measure is the measure
that the user specifies. The user is not required to enter two energies since
the second text box is allowed to be left blank. After entering the measures
correctly, click the Plot button and the energies will be plotted on the large
set of axes. The energy specified in the upper text box is the blue curve
while the energy specified by the lower text box is the red curve. In general
this plotting tool is most useful in checking whether energies converge to

Zero over time.

To switch to characteristic mode, select Characteristics in the popup menu.
After doing this, several things will happen as shown in Figure ??. The la-
bel on the first text box is changed to Refinement. The second text box dis-
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Figure 7.4: Basic screen shot of the analysis screen in Characteristic mode.

appears and is replaced with two checkboxes labeled Left and Right. The
purpose of this mode is to graph the characteristic curves of the solution
as described in Chapter 4. The refinement is how spaced apart each sample
characteristic will be. So a smaller refinement implies that more character-
istic curves will be plotted. As mentioned in Chapter 4, there are two char-
acteristic curves emerging from each initial condition which we referred to
as left and right characteristics. When the checkbox Left is checked, the left
moving characteristics will be displayed in red. When the checkbox Right
is checked, the right moving characteristics will be displayed in blue on the
same set of axes. When the user reaches a desired setting, click the Plot but-
ton and watch the magic! The characteristic curves for all initial conditions
between xmin and xmax will be calculated and plotted right before your
eyes. This is one of the more beautiful aspects of VISCO. While it is not put
into good use in this thesis, it is certainly worth mentioning.
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7.1.6 Other Settings and Options

There are a few more settings and options in the main window that have
not yet been discussed. At the top center of the window there are two
popup menus, each of which specify a numerical algorithm that will be
used to simulate a solution. The option <None> is available in the second
menu in case the user only wishes to run only one simulation at a time. The
purpose of having two choices here is to compare two different numerical
algorithms on the same set of axes. Two of the three numerical algorithms
available in the menu are Lax-Wendroff and Characteristic. These are the
same two algorithms that were described in Chapter 5. The third algorithm,
labeled Finite Volume, is a finite volume method written by Bob Guy. In
general, Guy’s algorithm is first-order accurate and tends to smooth out
shocks in order to prevent the oscillations observed from using the Lax-
Wendroff scheme. If the user decides to plot two different algorithms, the
first algorithm is plotted using solid line(s) while the second algorithm is
plotted with dotted line(s).

There is a third pull down menu in the window labeled Examples. There
are several pre-defined example simulations that the user can select and
then run. When selecting an option from this menu, all of the parameters,
grid settings, initial conditions etc. are adjusted automatically so that so
user need only click the Run button. These particular examples give a gen-
eral overview of the types of perturbations that were simulated in order to
convince us of the global convergence conjecture explained in Chapter 6.

Finally, there are three checkboxes that have yet to be explained. The
one labeled visco in the top center of the screen tells VISCO whether or not
to simulate viscous solutions. This is basically a toggle between having
VISCO simulate solutions to (??) as opposed to (??). When the checkbox is
active, a text box will appear next to the text box where the user needs to
specify the desired value for ¢, where in this context, ¢ takes on the same
meaning as it did in Chapter 3. The checkbox labeled Save Movie will save
the most recent playback to a .avi movie file called visco01.avi. VISCO
does not update the name of the file to avoid overwriting files, so the user
must manually copy or rename the movie file once a desirable movie has
been created. The Display Wave Solution check box allows the user to decide
whether the traveling wave solutions should be displayed on the same set
of axes as the simulated solution. In some cases it is desirable to compare
the simulated solution to the corresponding traveling wave solution, other
times it is not. The particular translation of the traveling wave solution is
chosen so that the initial conditions will converge to it as t — o0, assuming
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the global convergence conjecture is true.

7.2 Contribution to Analysis

In this section we explain how VISCO has contributed to our analysis of
this problem. There are several important problems that will be discussed
separately.

7.2.1 Traveling Wave Solution Analysis

One of the most important uses for VISCO was to numerically verify the
shape and behavior of the traveling wave solutions. In a way, this was also
a good test for the numerical scheme, since at least for A > 1 we are certain
of the shape of the traveling wave solutions. When entering a traveling
wave solution as the initial conditions with boundaries u; = 1, ug = —1,
and A > 1, we find that the solution is invariant over time. This is verified
for all three available numerical schemes. When translating u; and ur up
by one unit, thatis u;, = 2, ug = 1, we find that the solution now translates
to the right with a speed of one unit per time, as expected.

The challenge of any numerical scheme is to properly deal with shocks.
While the Lax-Wendroff method is very accurate, it is not TVD and thus
oscillations will naturally develop near shocks in the solution as seen in
Figure ??a. The finite volume method is TVD and will not develop such
oscillations but instead smooth out the shock as seen in Figure ??b. So there
is a small degree of trade-off between accuracy and oscillation around the
shocks. In this way, the two methods are good at reinforcing each other
since the accuracy of one can be checked against the other.

When the traveling waves that contain shocks are used as the initial
condition for a simulation, they will change slightly over time, however,
the user must be careful to check for numerical inaccuracies. In Figure ??,
a pure shock solution was used as the initial condition, corresponding to
0 < A < 1/2. Ideally, we would have wanted this solution to remain a
shock for all time, however something different happens with each method.
We expect the Lax-Wendroff method to produce the oscillations seen in Fig-
ure ??a. Like-wise, we expect the finite volume method to smooth out the
shock somewhat, as seen in Figure ??b. So in fact, this small change in form
observed by both numerical schemes does not prove that the pure shock is
not a traveling wave, instead we interpret this as expected numerical inac-
curacy. One may observe that although the finite volume method causes
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Lax-Wendroff Method (A=0.3) Finite Volume Method (A=0.3)
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Figure 7.5: These graphs depict typical behavior of our two numerical
methods near shocks. For this example A = 0.3. (a) Lax-Wendroff Method:
Notice the small oscillations near the shock. (b) Finite Volume Method:
Notice how the sharp corners have been rounded off.

the solution to change initially, eventually it will converge to a smooth
curve, which is very close in appearance to the original shock. A good
test for numerical the numerical inaccuracy of this method is to see what
happens as xprec is made larger. If the smooth convergent solution appears
to converge to the shock as xprec is made very large, then this is a good
indication of numerical inaccuracy and convincing evidence that the actual
solution should indeed be a shock.

Lax-Wendroff Method at t=0 (A =0.3)

Lax-Wendroff Method at t=2 (A =0.3)

I L L
2 3 3 2 -1 0 1 2 3
X

Finite Volume Method att=0 (A =0.3) Finite Volume Method att=2 (A =0.3)

I

Figure 7.6: These graphs show the result of letting each numerical scheme
take smooth initial data and letting it run for two seconds. We have set
A = 0.3. Observe that the initial data converges to a shock under both
methods. The slight numerical inaccuracies are an expected result.
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By the global convergence conjecture, we expect any set of initial condi-
tions to converge to the weak traveling wave solution for the given bound-
ary conditions and value of A. If we assume this conjecture is true, this
gives a good way to test for the shape of the actual weak traveling wave
solution. There are many weak traveling wave solutions that could poten-
tially satisfy (??) in some way, however we are mainly concerned with the
one that is being converged to. To test that the initial conditions converge
to a shock when A < 1/2, we set the parameter values suitably and set
the initial conditions to a curve that resembles the traveling wave for when
A > 1. Figure ?? shows the before and after shots of this convergence for
both numerical schemes. By setting a very high precision, we can convince
ourselves that the solution being converged to is in fact a shock.

Lax-Wendroff Method at t=5 (A=0.8)
1 VWA
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Finite Volume Method at t=5 (A=0.8)
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Figure 7.7: These graphs show the result of letting each numerical scheme
take smooth initial data and letting it run for two five seconds. The smooth
initial conditions we used in this example are the same as in Figure ??. We
have set A = 0.8. Observe that the initial data appears to converge to the
double shock solution we describe in Chapter 3.

Figure ?? shows the same analysis for the case when 1/2 < A < 1. Ob-
serve that it is difficult to resolve the two smaller shocks, even for very high
spatial precisions. The smooth part of the solution in between the shocks
is seen to converge to the middle piece of the implicit formula displayed in
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equation (??) which is depicted in Figure ??c. By setting the spatial preci-
sion high enough and zooming in by the correct magnitude, we were able
to convince ourselves that the shock heights in each case are consistent with
our predictions in (??). By systematically working past the numerical inac-
curacies of the two algorithms, we were able to verify the shape of the weak
traveling wave solutions depicted in Figure ??. Therefore, VISCO was very
useful in this part of the analysis.

7.2.2 Analysis of Global Convergence

The second major contribution of VISCO to our analysis was the investi-
gation of our global convergence conjecture. Certainly this conjecture was
not invented by looking at the equations but rather by observing thousands
of simulations in VISCO. The global convergence conjecture is most easily
tested using the measure and energy arguments described in Section 6.3.
For the majority of test cases we tried, the value of A was set to be greater
than 1 so that we didn’t need to concern ourselves with the numerical inac-
curacies of either algorithm around shocks. Further, when A < 1/2 we run
into trouble with the definitions of L and R since they can take on imagi-
nary values at some points.

The way we test for convergence is to use the Analyze feature to define a
measure and test that it goes to zero over time. That is, we define the initial
conditions to be some perturbation of a traveling wave solution and then
see that its measure goes to zero over time. While it is evident from the
animation that the area between of the perturbation diminishes, the graph
of the energy over time gives a more objective view of this.

Energy vs. Time (simple blob perturbation)

Energy

0.005

Figure 7.8: This is a graph of the energy of the measure M(g,d) = ¢ + 62
against time for a simple blob perturbation similar to the one depicted in
Figure ??. Notice that it decays monotonically to zero.
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The most basic measure to try is M(g,J) = &* + 6> whose energy is
clearly non-zero unless the perturbed solution has completely converged
to the traveling wave solution. The most fundamental perturbation is the
blob function, described in the previous section. Figure ?? shows the graph
of the energy of this measure over time for a simple blob perturbation. One
nice aspect of this decay in energy is that it is monotonic. If this property
were true for all perturbations then we would only need to show analyti-
cally that the time derivative of the energy is negative. However, Figure ??
shows the graph of the energy over time when the initial perturbation is si-
nusoidal rather than a simple blob. This disproves the assumption of mono-
tonic decrease in energy. One may observe however that the energy still
appears to be bounded below some exponentially decaying function over
time. Unfortunately, establishing this bound analytically is much harder
than simply showing that the time derivative is always negative.

Energy vs. Time (sinusoidal perturbation)

1
t

Figure 7.9: This is a graph of the energy of the measure M(g, ) = &* + 42
against time with a sinusoidal perturbation. In this picture we see that
the energy does not decrease monotonically however it does appear to be
bounded by an exponentially decaying function.

One special measure that was mentioned in Section 6.3 was
M(L,R) = (L — Ly)* + (R — Ry)™.

When given sinusoidal initial conditions, the energy of this measure ap-
pears to decrease monotonically, as seen in Figure ??. In fact, we were
unsuccessful in finding a set of initial conditions for which the energy of
this measure did not decrease monotonically. Based on these empirical ob-
servations, we set out to prove that the time derivative of this energy is
always negative. Unfortunately, we were unsuccessful in finding an ana-
lytical demonstration of this hypothesis.
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Energy vs. Time (sinusoidal perturbation)

Energy

Figure 7.10: This is a graph of the energy of the measure M(L,R) = (L —
Ly)? + (R — Ry) against time with a sinusoidal perturbation. In this case
the energy decreases monotonically which is a desirable property.

7.2.3 Analysis of Plane Waves

The final piece of analysis that was verified by VISCO was the behavior
of plane wave perturbations. In this case, we defined plane wave pertur-
bations as bounded sinusoidal perturbations!, as seen in Figure ??. Recall
that our analysis of linear stability showed that these plane waves have the

eigenvalues
Ay = —% + (;\/1 —4AK2 — iuok) .

The real part of these eigenvalues determine the decay rate of the plane
waves while the imaginary part should determine the rate of oscillation.
Since these eigenvalues were calculated for the linearized system and in a
region where u and ¢ were assumed to be constant, we can only take these
eigenvalues to be an approximation to what will actually happen. How-
ever, for small perturbations in constant regions we have two major expec-
tations: (1) the decay rate should increase as the wave number, k, and A
increase, (2) the amplitude of the plane waves should oscillate under cer-
tain conditions, and this rate of oscillation should depend proportionally
on the wave number. Both of these expectations were verified when the
perturbation were relatively small and defined in a region where u and ¢
were relatively constant.

We did not expect this general behavior to continue outside of such
regions and for larger perturbations. After trying several simulations we

IWe were able to bound the sinusoidal solutions using the piecewise function feature in
VISCO.
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Bounded Sinusoidal Perturbation

05

Figure 7.11: This graph depicts the sort of perturbation that was studied to
investigate the behavior of plane waves in this system. Notice that the per-
turbation is bounded within a region in which u and ¢ are approximately
constant

found the behavior to be true for all types of plane waves. While the shapes
of the plane waves may have become slightly distorted over time, the am-
plitudes decayed an oscillated almost exactly as we would have expected
for smaller perturbations.



Chapter 8

Future Directions

While a great deal of important work has been accomplished in this thesis,
there is much that remains. There are several different ways in which the
full three-dimensional viscoelastic model, shown in [?], could have been
reduced to one dimension. This thesis only studies one such model, how-
ever one may wish to study the behavior of other possible one-dimensional
simplifications!. A slightly more challenging problem is to study the two-
dimensional model.

Some of the work presented in Chapter 3 was left unresolved. For ex-
ample, observe the phase portrait in Figure ??b. We are able to give a justifi-
cation for the shape of this trajectory but are unable to prove that it reaches
the point (0, —1/2) in finite time. This is a very interesting dynamical sys-
tems problem and could be studied more carefully.

Proving the global convergence conjecture would make for a very in-
teresting thesis topic in and of itself. This paper presents a few simple
approaches that were tried in attempt to prove the conjecture. However,
we have only provided evidence for the conjecture in very special cases. It
might be interesting to generalize these methods or try new methods en-
tirely.

The VISCO software program has the potential to be portable, however,
no attempt has been made to have it solve other PDE systems. An excellent
project might be to work with the shell of VISCO and make it capable of
simulating a variety of hyperbolic PDE systems, depending on user input.
This would take some work but I am confident that it can be done.

ITwo additional one-dimensional simplifications are shown in [?].
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