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hierarchy. Moreover, it would give each KBES in the
network the autonomy to do its problem-solving,
based on its own knowledge and resources, without
waiting to be ordered into action by a scheduler.
These elementary ideas seem much more consistent
with how a complex engineering task would be done
in a human, organizational setting.

Blackboard architectures are, however, suitable for
accommodating ideas of CDPS. Individual KBESs can
be sets of domain and local control knowledge
sources, and they could communicate with other
KBESs through a shared blackboard space.
Moreover, as we have hinted above (in Section 4.3),
we can model the agents in a CDPS system as
blackboard systems which cooperate with each other.
In fact, the blackboard architecture concept has been
adopted by many projects in CDPS of which DVMT is
probably the best known (Lesser, 1981).

In this survey, we focus on CDPS in which, broadly
speaking, the work is done through a network of
loosely coupled, semi-autonomous problem-solving
agents or nodes. In a CDPS network, each node is
capable of sophisticated problem solving and coopera-
tive interaction with other nodes to solve a single
problem. Each node may itself be a complex
problem-solving system that can modify its behavior
as circumstances change and can plan its own
communication and cooperation strategies with other
nodes. Our discussion begins with an overview of
applications of and motivations for CDPS. We then
describe some basic issues of, and approaches to
building a CDPS system. Next, we discuss the issue of
applying CDPS to support concurrent engineering. In
organizing our brief survey, which follows that in Dym
and Levitt (1990), we have drawn heavily on the work
of Huhns (1987), Bond and Gasser (1988), Durfee et
al. (1989) and Gasser and Huhns (1989).

5.1 MOTIVATIONS AND APPLICATIONS

CDPS is an important area for several reasons.
First, hardware technology has advanced to the point
where the construction of large distributed problem-
solving networks is both possible and economically
feasible. Although current networks may consist of
only a small number of nodes, CDPS networks can
eventually contain hundreds of nodes. While exciting
hardware possibilities draw nearer, the problem-
solving technology required for their effective
utilization lags behind. Second, there are applications
that are inherently distributed, many spatially, some
temporally, and some functionally. The distribution
usually results from the limited resources in one

location, limited communication bandwidth and
bounded rationality of single problem-solvers. A
distributed architecture that matches the distribution
of intelligence in the application offers many
advantages over a centralized approach. Concurrent
engineering appears to be an application that could be
enhanced through the use of CDPS techniques.

Third, understanding the cooperative aspects of
CDPS is an important goal in its own right. Whether
we are talking about social, managerial, biological, or
mechanical systems, we know more about competition
within them than we do about cooperation. In the
same way that the development of Al systems has
helped our understanding of problem-solving and
intelligence in linguistics, psychology and philosophy,
we may find that the development of CDPS networks
will serve to validate theories in sociology, manage-
ment and organizational theory—all of which are
related to concurrent design—as well as to fields like
biology. That is, research that views CDPS as
cooperative problem solving could have a salutary
impact on our understanding of cooperative behavior
between independent agents ranging from design
teams to simple biological organisms. The top-level
goals of such a research approach have been nicely
summarized as follows: (1) to use parallelism to speed
up task completion; (2) to expand what is achievable
by resource allocation and sharing; (3) to increase
reliability by (selective) redundancy; and (4) to reduce
the interference between tasks by avoiding harmful
interactions (Durfee, 1986). These generic goals can
then be elaborated as sets of goals for the individual
agents or KBESs in a CDPS network.

There are four general application areas that seem
well suited for CDPS approaches.

• Distributed interpretation: Distributed interpretation
applications require the integration and analysis of
distributed data to generate a (potentially distrib-
uted) model of the data. Application domains include
network fault diagnosis and distributed sensor
networks. In these applications, agents must ex-
change enough information in order to form partial
interpretations that are globally relevent.

• Distributed planning and control: Distributed plan-
ning and control applications involve developing and
coordinating the actions of a number of distributed
effector nodes to perform some desired work.
Application domains include distributed air traffic or
ship traffic control, control of groups of cooperating
robots, remotely piloted vehicles, distributed process
control in manufacturing, and resource allocation in
transportation and delivery systems. Distributed
planning and control applications often require
distributed interpretation for determining and moni-
toring node actions.
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• Coordination networks: Coordination network ap-
plications involve the coordination of a number of
individuals in the performance of some task.
Application domains include intelligent command
and control systems, multiuser project coordination,
and cooperative environments where work is shared
among workstations. Concurrent engineering clearly
can be viewed through the prism of network
coordination, as it is precisely that type of
coordination of the engineering process that we
described in Section 2.

• Cooperative interaction among KBESs: Cooperative
interaction mechanisms would allow multiple KBESs
to work together toward solving a common problem;
this would be one means of applying expert system
technology to larger problem domains. One example
is the integration of a number of specialized medical
diagnosis systems. Another is the negotiation
between the expert systems of two corporations
about details of price and delivery time on a major
purchase. Again, this kind of application is central to
engineering practice in general, to the integration of
KBES and conventional tools, and to concurrent,
multidisciplinary engineering.

Some recent research has directly addressed the
concurrent engineering application domain and
prototype systems have been developed to support
cooperative design. We provide more details about
such systems in Section 5.3.

5.2 ISSUES AND APPROACHES IN BUILDING
CDPS SYSTEMS

The problems that one encounters when building a
CDPS system include how to describe and decompose
domain problems, how to distribute the subtasks
among agents, and how to make agents coordinate
their activities so that they can act coherently. These
problems are fundamental to both the research on
CDPS and the application of CDPS to concurrent
engineering. In this section, we elaborate these basic
problems and briefly describe some recently de-
veloped approaches that are appropriate for solving
these problems. We will focus the discussion on the
design of CDPS systems for solving multidisciplinary
design problems. We conclude that extending and
using the approaches described here may make it
possible to build CDPS systems to support concurrent
engineering.

5.2.1 Task description and decomposition
When a task is to be done by a group of agents, the

most immediate question to be answered is, 'How are
tasks to be distributed among agentsT This basic
question involves the important issues of task

decomposition and distribution. The choice of both
decomposition and distribution are critically depend-
ent on how the task is described, because it is the
collection of attributes and descriptive categories that
provides a language for expressing subproblem and
interagent dependencies. At present, the description
of tasks is typically carried out by the designer of the
system, and there is little automated assistance
available. This also means that in order to
accommodate the design metaknowledge that cor-
responds to task decomposition, we need first to
choose a suitable description of the design task.

The problem of task decomposition can be viewed
from several perspectives. When we look at a typical
decomposition process, a single task is decomposed
into smaller ones for reducing the complexity of the
problem, because smaller tasks require less capable
agents and fewer resources. When we view the
decomposition in a general sense, we will need to
determine whether there are alternative task decom-
positions. These are conventionally obtained by
alternative problem-reduction operators, correspond-
ing to an OR branch in a goal graph, or by problem
transformation methods. Successful task decomposi-
tion depends greatly on the system designer's
decisions about the construction and description of
operators—i.e. the agents, for problem-solving—
because most decomposition processes flow directly
from the descriptions of the available agents for
problem-solving. In multi-agent systems where agents
are naturally determined, the decomposition process
must consider the resources and capabilities of the
different agents for solving the subtasks. In addition,
there may be interactions among the subproblems and
conflicts among the agents. Difficult problems of
decomposition arise because of dependencies among
subproblems and among the decisions and actions of
separate agents.

Solutions to the problem of task decomposition can
be classified into several general classes, although
there seem to be few principles, methods, or
experimentally validated techniques for doing so.

The first approach is to pick tasks that are inherently
decomposable. In this approach, the representation of
the task contains its decomposition, as in an
AND-OR tree structure for subproblems. The
description of states, of the space of states, and of
operators, leads to a natural decomposition, using the
selector operations of the data structure. Examples of
this approach include spatial decomposition of
information in distributed sensor networks and
functional decomposition of knowledge in cooperating
KBESs. Concurrent engineering design exploits both
inherent functional and spatial decomposition, since it
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requires different analysis and design functions and
considers construction and manufacturing of the
design

Hierarchical planning is another method of task
decomposition. A hierarchical planner does genuine
task decomposition. It generates tasks as goals to be
achieved. This approach uses abstraction as its
decision base and depends heavily on task repre-
sentation and agent description.

The last approach to decomposition is
decomposition by the system designer. The system
designer takes decomposition issues into consideration
in the system design stage, based on the designer's
experience, since there seem to be few known
principles or methods for automatically decomposing
tasks.

In the concurrent engineering context, this means
that we will probably need to acquire knowledge
about formulating CDPS systems through experimen-
tation with alternate approaches, after attempting to
understand how experienced human design managers
perform this task.

5.2.2 Task distribution
Task distribution is the problem of how to allocate

particular tasks to particular agents, or in other words,
how to assign responsibility for a particular activity.
The distribution of a task or the allocation of the
responsibility for accomplishing the task is carried out
by interaction between agents. A distributing agent
can construct a task completely or partially by itself
and send the complete problem-solving description to
the agent responsible for performing the task,
including in this local description the overall problem
description, a solution method and a control trigger.
Alternatively, an agent can be provided with only
those data to which the agent can apply the methods it
already has, or it can receive a method to apply to
locally available data. In yet another approach, an
agent may have access to both the problem
description and solution method, and then the control
trigger must be provided.

In deciding how a CDPS system should solve the
task distribution problem, the system designer should
consider issues such as: selecting agents with the most
global view to assign tasks to other agents; avoiding
overloading critical resources; assigning overlapping
responsibility to agents to achieve coherence;
assigning highly interdependent tasks to agents in
similar spatial or semantic regions of the system; and
reassigning tasks as necessary for completing urgent
tasks.

The problem of task distribution can be properly

solved by a number of approaches, including
negotiation, multi-agent planning, organizational
structuring, and market mechanisms. We will discuss
only the first three approaches because they seem to
be most relevant to our engineering concerns.

Negotiation is generally important for CDPS
because it is fundamental strategy observed in
cooperation among human agents. It is, at the same
time, particularly important for task distribution
because most negotiation mechanisms developed to
date are used for solving task allocation problems.
The Contract-Net protocol is the best known
negotiation protocol and was employed in one of the
earliest and most influential research projects in
CDPS (Smith and Davis, 1981; Davis and Smith,
1983). Agents use the Contract-Net protocol to make
contracts about how they should allocate tasks in the
network.

The Contract-Net protocol can be described as an
information exchange process, involving task an-
nouncement, bidding, and awarding. A manager agent
announces the existence of tasks to other agents
via a (possibly selective) broadcast termed a task
announcement. Agents having expertise and re-
sources, such as time and availability, evaluate task
announcements, and some of these agents (bidders)
decide to submit bids to the manager (bidding). After
receiving a number of bids from the bidders, the
manager evaluate all the bids and awards a contract to
the most appropriate contractor agent. Once a
contract has been established, the manager and
contractor communicate privately during the execu-
tion of contract. The Contract-Net approach provides
a framework for the dynamic allocation of tasks, and
decisions about who performs which task are more
informed because there is local evaluation and mutual
selection. It also provides a reliable mechanism for
problem-solving because control is distributed, the
hierarchy is dynamic and failure recovery is inherent.

Researchers have developed other protocols besides
the Contract Net negotiation protocol for task
allocation. Multistage negotiation was developed by
Conry and her colleagues for a class of task allocation
problems called distributed constraint satisfaction
problems (Conry et al., 1988), and expectation based
negotiation was developed by Jin and Koyama (1990)
for the problems of role (task or responsibility)
allocation among agents.

Negotiation appears to be the most important
approach for concurrent and multidisciplinary en-
gineering design domains, because managers of design
often lack the detailed technical knowledge of all
affected subdisciplines that would be required to
reconcile the cross-disciplinary functional conflicts that
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are major issues in concurrent design. We will discuss
this in some detail in the following subsection.

Multi-agent planning and organizational structuring
are also useful mechanisms for task distribution. In a
multi-agent planning approach, a planner or collection
of planners can combine the work of task decomposi-
tion and task allocation by treating agents as
specialized resources and objects that interact and
depend upon one another. Multi-agent planning can
be done using a single centralized planner with global
plan synchronization and conflict elimination or by
distributed planners that make joint multi-agent plans.
Conflicts in task allocations can be resolved by
allowing agents with related interests to exchange and
elaborate proposed activities. Many engineering
planning problems, e.g., construction planning by
different subcontractors, can be approached using
multiagent planning techniques. In an organizational
structure, each agent is forced to play a certain
role—which is usually predefined—in order to assign
designated responsibilities to agents. An agent cannot
accept tasks that do not match its role in the
organization and, assuming role knowledge is
disseminated, cannot be presented with such tasks by
other agents. An agent can assume its role in the
organization in either a static or a dynamic manner,
although the latter is more difficult to implement. Jin
and Koyama (1990) suggest using negotiation to assign
roles dynamically to agents. As will be discussed in
Section 5.3, organizational structuring may play an
important role in concurrent design for assigning tasks
to design agents.

5.2.3 C"uerence and coordination
After the problem of allocating tasks has been

resolved, the next question is, 'How can the system or
network be made to behave effectively and efficiently T
This question raises the issues of coherence and
coordination of the system. Coherence refers to how
well a system behaves as a unit along dimensions such
as solution quality, efficiency and clarity, and the
extent to which the system degrades gracefully.
Coordination, on the other hand, is the property of
interaction among a set of agents performing some
collective activities. The degree of coordination is the
extent to which agents avoid extraneous activity. In
most cases, it is not easy to establish coherence and
coordination in a CD PS system. The difficulty in
achieving these goals stems from the attempt to
achieve them without a centralized control or
viewpoint. Although the link between coherence and
a variety of system attributes is still not clear, much
research has been done to achieve global or regional
coherence and coordination in CDPS systems.

An organizational structuring approach derives
from organization theory and attempts to ensure the
coherence of a CDPS system by providing a
framework of constraints and expectations about the
behavior of agents that focuses the decision-making
and action of particular agents. An organizational
structure of a CDPS network is the pattern of
information and control relationships that exist
between the nodes and the distribution of problem-
solving capabilities among the nodes. It defines
general, and relatively long-term, information about
the relationships between nodes. Using this informa-
tion, nodes can ensure that they meet conditions that
are essential to successful problem-solving, including
coverage—each necessary portion of the overall
problem must be within the problem-solving capabi-
lities of at least one node; connectivity—nodes must
interact in a manner that permits the covered activities
to be developed and integrated into an overall
solution; and capability—coverage and connectivity
must be achievable within the communication and
computational resource limitations of the system and
the reliability specifications of the network (Corkill
and Lesser, 1983).

An organizational structure can specify authority
and connectivity for the flow of information and
control between nodes in terms of topologies, such as
hierarchical, heterarchical, flat structures, groups or
teams and market or price systems. Fox (1981) has
developed a taxonomy of how organizational types
evolve as an organization forms groupings, becomes
more complex and encompasses more diverse
activities. He pointed out that complexity (high
demands on rationality) and uncertainty (the
difference between information available and the
information necessary to make the best decision) are
two important factors in deciding how to structure an
organization. Complexity forces a distribution of
tasks, ultimately resulting in a heterarchical structure.
Uncertainty pushes in the opposite direction, verti-
cally integrating tasks into a more hierarchical
structure. Jin and Koyama (1990) have proposed a
method for exerting organizational structuring. The
organization can be structured by defining roles and
relationships between roles. During the problem-
solving process, agents can choose their proper role or
roles through an expectation-based negotiation proc-
ess. Once all the relevant agents have assumed their
roles through expectation-based negotiation, the
organization is instantiated and agents may pursue
their activities coherently according to the role
specifications, which are an important element of the
common knowledge shared by agents.

Another well known CDPS model for achieving
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coherence is functionally accurate cooperation (FA/C)
(Lesser and Corkill, 1981). In this model, the
problem-solving system is a collection of semi-
autonomous processing nodes, each of which receives
information from others. The model is useful for
dynamic domains in which data is distributed and
noisy and it is generally impossible to maintain
complete and consistent information among the
processing nodes. In the FA/C paradigm, the
processing nodes cooperatively exchange and integr-
ate partial, tentative, high-level results. They detect
inconsistencies between local partial results and those
from other nodes, and then integrate into local
databases only those portions of other nodes' results
that are consistent with local information. In this way,
the nodes can use the newly integrated results as a
basis for supplying information that is missing locally.

This process of exchanging and integrating partial
and tentative results can lead to a global consensus
despite inconsistent and incomplete local information.
Error resolution is an integral part of the problem-
solving process. The FA/C approach can reduce
communication costs by exchanging only high-level
results rather than raw data. It can also reduce
synchronization costs by allowing nodes to act
autonomously. Because the nodes are designed to
process uncertain data and results, the resultant
system has increased robustness and concurrency. The
disadvantages of FA/C are that we can neither
guarantee accurate answers nor predict the time when
the final result will emerge. Because the FA/C
approach is inherently oriented to bottom-up problem
solving, it appears less relevant for solving design
problems.

Improved coordination can be achieved by aligning
the behavior of agents toward common goals, with
explicit divisions of labor. The multi-agent planning
approach provides ways for agents to align their
activities by explicitly assigning tasks after reasoning
through the consequences of doing those tasks in
particular order. In centralized multi-agent planning,
there is a single planning agent who builds the plan
that specifies activities for all agents in the network.
Key issues to be addressed in this approach are: how
do we represent interference between actions of
different agents, and how do we choose a planner?
Research on distributed air traffic control has
proposed a policy for selecting the most appropriate
node as a planner (Cammarata et al., 1983). In
distributed multi-agent planning, the plan is produced
by cooperation of several agents. The problem here is
how to reconcile conflicts between the subplans
produced by each agent. One hierarchical approach is
to synchronize levels of planning in all the agents,

communicating shared variables between goals and
resolving conflicts at each level before refining plans
to lower levels Corkill (1979). Durfee and Lesser
(1986, 1987) originated the idea of partial global
planning as a mechanism to enable communicating
problem-solvers to construct mutually coherent plans
incrementally. Jin and Koyama (1990) proposed an
expectation-based negotiation protocol for multi-agent
planning in which agents exchange their expectations
and resolve the conflicts through compromises
between agents.

From an engineering design point of view, we
observe that organizational structuring is a suitable
way to coordinate the team of design agents (human
and/or computers) to achieve coherence, and that
negotiations between agents, together with organiza-
tional structuring, may play an important role in
solving complex and non-routine design problems. We
continue the discussion and review some of the recent
work in the following subsection.

5.3 CDPS FOR CONCURRENT,
MULTIDISCIPLINARY DESIGN

In concurrent, multidisciplinary design, multiple
and heterogeneous designers work together to solve
single design problem. There are two basic issues
involved in such working style. One is how designers
can identify and resolve conflicts—functional, temp-
oral and spatial—between their local or partial designs
that must be integrated to form an overall design. The
other is how the designers can achieve coherence so
that the group of designers can work effectively and
efficiently to attain a globally 'optimal' design. Some
research has been done to address the former
problem, but we have not found any research focused
on the latter issue in concurrent design. The first two
authors believe that these two basic problems can be
approached through structuring and connecting
designers using CDPS techniques, and will be
conducting research to explore this idea.

Structuring designers involves imposing relation-
ships between designers which specify authoritive
and/or communicative interactions among designers.
Structuring designers is required for accommodating
meta-design knowledge and facilitating connection
between designers. We observe that, when designing a
complex artifact such as a building or a plant, it is
difficult to maintain consistency of the design if there
are no authoritive relations between designers. Such
relations can be defined along different hierarchies,
such as functional hierarchy, construction or manufac-
turing hierarchy, management hierarchy, etc. We can
structure design teams to impose long-term respon-
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sibilities and disparities among designers, and let
short-term conflicts be resolved by designers through a
negotiation process that is discussed in detail below.
Structuring may also help designers working on
separate partial designs to be aware of their roles in
the overall design process. For a complex design
problem, structuring designers may be realized by
explicitly defining organizational roles (authoritive or
functional) for each designer and/or formulating the
design into a set of partial designs and assigning them
to designers in some way. In many cases, it is
important that structuring should make sense not only
for aiding in the resolution of conflicts, but also for
providing designers with enough fixed boundary
conditions to begin formulating and solving their own
partial design problem.

Connecting designers addresses the issues of
communication and negotiation among designers.
Decentralized designers need to exchange information
with each other in order to construct a consistent
overall design. Heterogeneity of the designers,
however, makes the communication with others
difficult. For example, it may be the case that a
structural designer may not understand suggestions of
a mechanical designer. We will need to create some
shared or common vocabulary or language with which
designers of different disciplines can not only
communicate with each other, but also evaluate
mutual suggestions, critiques and constraints. Nego-
tiation is another important aspect of the connecting
problem. Because conflict resolution is the central
problem for concurrent design, negotiation becomes a
crucial aspect of knowledge-based support for
concurrent design. As we stated above, for the design
of complex artifacts involving significantly variant or
innovative subtasks, designers performed novel tasks
with a high degree of interdependency and are likely
to produce many conflicts. In these cases, introducing
a suitable negotiation scheme for designers to resolve
conflicts is essential. On the other hand, we may also
say that allowing conflicts to be resolved through
negotiation between designers rather than preventing
them by strict structuring permits the possibility of
innovative design. This also means that structuring
and connecting may drive the system into different
directions, hence should be balanced based on the
design problem.

Recent work on CDPS in the context of concurrent
engineering has emphasized the role of negotiation for
conflict resolution. Werkman (1990) has proposed an
incremental negotiation scheme called knowledge
based negotiation in his Designer Fabricator Interpre-
ter (DFI), a knowledge based tool that allows
structural designers to bring construction knowledge

to bear during the preliminary design stage of
beam-to-column connections in buildings. This nego-
tiation scheme utilize a shared knowledge repre-
sentation called shareable agent perspectives which
allows designers to perform negotiation in a manner
similar to cooperating (or competing) experts who
share a common background of domain knowledge.
Designers communicate with each other using a
shared language and assert their proposals based on a
number of strategies depending on to whom the
proposal will be helpful. Designers are structured by
interagent issue relations that relate designers to
domain objects by means of domain aspects. A
relational network of the interagent issue relations is
maintained by a third-party arbitrator agent who
assists when a deadlock situation occurs between two
designers. During its mediation phase of conflict
resolution, the arbitrator reviews the negotiation
dialog for relevant issues between the conflicting
agents and then searches the network of interagent
issue relations for relations that are known to exist
between the two conflicting agents. Once found, the
arbitrator then enters its arbitration phase of conflict
resolution which includes such techniques as setting
time limits and searching the negotiation dialog for
similar proposal alternatives considered feasible at
earlier stages of negotiation.

Lander and Lesser (1989), and Laasri et al. (1990)
have emphasized the important role of negotiation for
conflict resolution. Lander and Lesser (1989) view
negotiation as an integral part of a general
problem-solving process and proposed two approaches
to negotiation, i.e. compromise negotiation and
integrative negotiation. Compromise negotiation is a
general form of negotiation in which a solution is
iteratively revised by sliding a value or set of values
along some dimension until a point is found that is
mutually acceptable. Compromise negotiation has
certain requirements that must be true in order for it
to be effective: a small number of dimensions is
involved; methods are available for evaluating if the
proposed values are moving toward each other along
the dimension(s); the values are close to the
acceptable range. Integrative negotiation is useful for
finding solutions in problems that are not appropriate
for compromise negotiation or in situations where
novel solutions are desirable. The focal point of
integrative negotiation is to identify the most
important goals of each participant and to find a
solution which fulfills the merger of these goals.
Compromise negotiation is a fine-tuning technique
while integrative negotiation offers the opportunity to
look for innovative solutions when the current
proposals appear to be inadequate. Lassri et al.,
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(1990) discussed the role of negotiation in the
different stages of goal manipulation during problem-
solving, namely, formulation of goals, selection of
active goals, allocation of selected goals, solving of
these goals and the organization of agents. They view
negotiation as a process of conflict resolution among
the agents due to their interdependent activities and
point out that negotiation may occur at each stage of
the problem-solving process depending on assump-
tions related to the system organization and
complexity, and also that negotiation may be used for
both domain and control problem-solving.

Sycara (1988, 1989) presented a model of
negotiation in which the system (PERSUADER) acts
as a mediator in union management labor disputes.
The mediator has access to local and global
information about the situation and about the
negotiation participants. Given a particular conflict
and the context in which the conflict occurs, the
planner has two alternatives, i.e., find a new
compromise by using case-based reasoning or
multi-attribute preference analysis strategies, or if
some agents disagree, use persuasive arguments to
convince them of the proposed compromise by using
explanation-based reasoning or try to promote
potential compromises by asking for justification of
disagreements. Although Sycara developed this
negotiation scheme for the situation where agents are
uncooperative and even antagonistic, which is not
usually the case in concurrent engineering, this
scheme may be useful for resolving conflicts between
designers from different domains, because each
specialty might be under economic or professional
pressures to suboptimize its own part of the design.

Klein (1990) addressed the conflict resolution
problem in cooperative design and proposed a
computational conflict resolution model based on
studies of human cooperative design. This model is
strongly based on the insights that general conflict
resolution expertise exists separately from domain-
level design expertise, and that this expertise can be
instantiated in the context of particular conflicts into
specific advice for resolving those conflicts. In this
model, conflict resolution expertise is given 'first class'
status, i.e. is represented and reasoned with explicitly
using formalisms as robust as those used for other
kinds of expertise, rather than being implicitly
involved in conflict resolution decisions made during
the system development phase. Conflict resolution
strategies, which comprise the conflict resolution
expertise, is viewed as consisting of preconditions that
match a given class of conflicts, and advice for how to
resolve conflicts in that class. These strategies can be
organized as a conflict taxonomy that includes very
general classes of conflict near the top, and more

specific classes near the bottom. Designers in the
model have both conflict resolution and design
components. Designers can view the global design
description. When conflicts are detected by looking
for unsatisfied constraints on design features, the
conflict classes that subsume the conflict are identified.
The general pieces of advice associated with these
classes are then used as templates that are instantiated
in the context of the conflict into specific conflict
resolution plans. The conflict resolution component
identifies relevant conflict resolution advice and
generates its instantiations by asking questions of the
agents using a query language. The plans accumulated
by the instantiation process are then sorted by the
conflict resolution component, using domain-
independent heuristics, to find the one most likely to
succeed.

From the research described above we see that
negotiation is a useful approach for solving conflict
resolution problems in a distributed fashion. Effective
negotiation may be achieved through introducing
shared language, reviewing negotiation history,
organizing conflict resolution knowledge for reasoning
and structuring designers, i.e. defining relations
among designers and introducing mediators or
arbitrators. Although the research up to date has
addressed some aspects of concurrent engineering,
little work has been done, in terms of CDPS, to deal
with the full range of the problem and to address both
structuring and connecting issues. We feel that recent
work has demonstrated the potential applicability of
the CDPS approach to concurrent engineering. Future
research in this area will need to be aimed at
enhancing our understanding of how to carry out
conflict resolution in functional, temporal and spatial
dimensions, and at exploring a structuring and
connecting model with the power to accommodate
meta-design knowledge that can support distributed
problem solving in the multidisciplinary design
context.

6. Conclusions

We conclude this paper with a recapitulation of the
key challenges in using artificial intelligence ap-
proaches such as blackboard architectures and CDPS
systems to model, and ultimately to enhance,
concurrent design by teams of specialized human and
computer agents.

6.1 CHALLENGES FOR AI IN CONCURRENT
DESIGN

We have identified the following kinds of design
metaknowledge as being needed by computer systems
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to support concurrent design:
• partitioning artifacts into nearly independent (from a

design standpoint) subsystems;
• selecting levels of conservatism for key interface

parameters of critical subsystems;
• identifying and resolving conflicts that arise from

incompatible partial solutions at each stage of the
design process;

• evaluating and limiting proposed changes in system
or subsystem design parameters after initial values
have been communicated to and used by other design
agents;

• identifying agents impacted by approved changes and
selectivity communicating to them the minimum
information required to maintain consistency; and

• controlling the sequence and timing of key design
decisions by specialized agents.

6.2 APPLICABILITY OF BLACKBOARD AND
CDPS APPROACHES

We have provided an exploratory review of
blackboard and CDPS systems in the context of
concurrent design, and have speculated about the
extent to which blackboard architectures and CDPS
systems might be employed as computing paradigms
in modeling and ultimately aiding concurrent design of
complex artifacts.

Based upon this initial evaluation, we have
concluded that blackboard architectures are likely to
be most useful in modeling and supporting concurrent
design for relatively routine artifacts, in which
sufficient control knowledge can be defined to
establish hierarchical control of the design process.
For less standard design tasks in which a 'once
through' sequencing of design decisions is not obvious
a priori, and in which considerable negotiation of
constraints among agents will be required, the CDPS
approach may be more applicable. We believe that
the best approach for using CDPS in this domain will
be to assign fixed, specialized roles to agents
hierarchically, and then to obtain decentralized
control through a process of heterarchical negotiation
of decision sequences and constraints among agents
with specialized expertise. This style of CDPS appears
to match closely the way in which human organiza-
tions deal with innovative design tasks. One
experimental effort of this type of CDPS approach
concerns building a structuring and connecting model
for the processes of concurrent facility design,
construction planning and maintenance planning and
management for industrial plants. This work will be a
synthesis of work already under way in the area of
distributed planning for ship collision avoidance (Jin
and Koyama, 1990), current research on 'virtual
design teams' (Cohen and Levitt, 1991) and the
research we reviewed in Section 5.3. Currently

available hardware and software tools appear to be
adequate to support initial experimentation in this
area.
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