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Efficient Multicast in Heterogeneous Networks of Workstations* 

Ran Libeskind-Hadas Jeffrey Hart line 

Department of Computer Science 
Harvey Mudd College 
Claremont, CA 91711 

E-mail contact: hadasQcs .hmc . edu 

Abstract 

This paper studies the problem of eficient multicast 
in heterogeneous networks of workstations (HNO W s )  
using a parameterized communication model [3]. This 
model associates a sending overhead and a receiving 
overhead with each node as well as a network latency 
parameter. The problem of finding optimal multi- 
casts in this model is known to be NP-complete in the 
strong sense. Nevertheless, we show that for two dif- 
ferent properties that arise in typical HNO Ws, prov- 
ably near-optimal and optimal solutions, respectively, 
can be found in polynomial time. Specifically, we show 
the following two results: When the ratios of receiv- 
ing overhead to sending overhead among the nodes is 
bounded b y  constants, solutions within a bounded ra- 
tio of optimal can be found in time O(n1ogn) .  Sec- 
ondly, i f  the number of distinct types of workstations 
is fixed then optimal solutions can be found in poly- 
nomial time. These results provide a practical means 
of finding optimal and provably near-optimal multicast 
schedules in a large class of frequently occurring het- 
erogeneous networks of workstations. 

1 Introduction 
Networks of workstations (NOWs) have been shown to 
provide an inexpensive alternative to massively paral- 
lel processors (MPPs) [l, 6, 151. An important prob- 
lem in both MPPs and NOWs is that of efficient sup- 
port for multicast communication, which is used in a 
wide variety of both parallel applications and system- 
level operations. In many cases, only point-to-point 
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Computer Science, Technion, Israel Institute of Technology and 
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burgh. 
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communication is supported by the system and mul- 
ticast communication must be implemented as a col- 
lection of point-to-point messages [2]. Given a source 
and destination nodes, the optimal multicast problem 
is that of finding a schedule of point-to-point message 
transmissions that minimizes the elapsed time until all 
the destination nodes have received the message. Effi- 
cient algorithms are known for the optimal multicast 
problem in a number of communication models includ- 
ing the one-port model [ll], the postal model [4], the 
LogP model [8], and extensions of these models [14]. 
These results are for homogeneous networks in which 
all nodes are assumed to  have identical communication 
latency parameters. 

In a NOW, the constituent workstations, network- 
ing devices, and communication protocols may be 
heterogeneous, resulting in varying computation and 
communication speeds [2, 51. Such networks are called 
heterogeneous networks of workstations (HNO Ws). 
The presence of heterogeneity significantly compli- 
cates the problem of finding optimal multicast sched- 
ules. Banikazemi et al. [2] and Hall et al. [9] have inde- 
pendently proposed a model of heterogeneous commu- 
nication, henceforth referred to as the heterogeneous 
node model, in which each node x has an associated 
message initiation cost, c(x). In this model node x in- 
curs its message initiation cost to send the message to 
any destination node y. Thus, at  time c(z), node y re- 
ceives the message and may begin sending the message 
to  another destination node, incurring its message ini- 
tiation cost c(y). Concurrently, node z may send the 
message to  another node, again incurring its message 
initiation cost c(z). 

While Banikazemi et al. [2] showed experimentally 
that a polynomial time greedy algorithm generally 
finds near-optimal multicast schedules in the hetero- 
geneous node model, Hall et al. [9] showed that the 
problem of finding optimal multicasts in this model, as 
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well as several other related models, is NP-complete. 
Libeskind-Hadas et al. proved that the greedy algo- 
rithm finds schedules which are within a factor of two 
of optimal and that this bound can be further im- 
proved under certain conditions [13]. 

In related work, Bhat et al. have proposed an alter- 
native model that accounts for heterogeneity in both 
the nodes and the network [5]. This model is particu- 
larly well-suited for wide-area networks where network 
latencies over “long haul” links may be very differ- 
ent from those within a local area network. Itkis et 
al. have studied multicasting in a model in which all 
nodes are identical but a node may select one of sev- 
eral different communication “services” each time it 
sends a message, where each service has an associated 
and price [lo]. 

Banikazemi et al. have recently observed that more 
complex parameterized communication models are re- 
quired to accurately characterize the performance of 
heterogeneous NOWs [3]. They have proposed a new 
model, henceforth referred to  as the heterogeneous 
receive-send model, which associates both a sending 
overhead and a receiving overhead with each node. 
The sending overhead is the time incurred by the node 
upon sending the message while the receiving overhead 
is the time incurred by the node upon receiving the 
message. While a node incurs the sending or receiv- 
ing overhead, it cannot perform other communication 
operations. In addition, a global parameter L specifies 
the network latency incurred in sending the message 
between any two nodes. Thus, the network is assumed 
to  comprise a heterogeneous collection of nodes inter- 
connected using a single type of network1. Banikazemi 
et al. have verified the accuracy of this model using a 
heterogeneous NOW testbed. 

Figure 1 shows an example of two different sched- 
ules for the same instance of the multicast problem in 
this model. In this example “fast” nodes have sending 
and receiving overheads of 1 while “slow” nodes have 
sending overheads of 2 and receiving overheads of 3. 
The source is a slow node and there are three fast and 
one slow destination nodes. The network latency, L ,  
is 1. The number in brackets next to each node indi- 
cates the time at which the node receives the message 
in the schedule. For example, in the schedule in Fig- 
ure l(a),  the source node first sends the message to 
a fast node. This first transmission incurs a sending 
overhead of 2 at  the source node, followed by the net- 

’The model in [3] considers both fixed and message-length 
dependent components for the overheads and network latency. 
For a multicast with any given message length, we may combine 
the fixed and message-length dependent components as is done 
here. 

Figure 1: Two schedules for a multicast from a slow 
node to three fast destinations and one slow destina- 
tion. Fast nodes have sending and receiving overheads 
of 1 while slow nodes have sending overhead of 2 and 
receiving overhead of 3. The network latency is 1. 
Numbers in brackets next to each node denote time of 
receipt of the message. (a) A schedule completing at  
time 10. (b) A schedule completing at  time 9. 

work latency of 1 to transmit the message, followed a 
receiving overhead of 1 at  the destination. Thus, this 
fast node receives the message at  time 4. After the 
source node has incurred the sending overhead of 2, 
it immediately begins sending the message to another 
fast node. Thus, at  time 2 the source node again in- 
curs its sending overhead of 2, the message takes 1 unit 
of time to  reach the second fast node, and that node 
incurs a receiving overhead of 1. Thus, the second fast 
node receives the message from the source at time 6. 
Similarly, the fast node that receives the message at 
time 4 sends the message to  a fast node and then to  
a slow node. The fast child receives the message at  
time 4 + 1 + 1 + 1 = 7 and the slow child receives the 
message at  time 5 + 1 + 1 + 3 = 10. 

In this paper we show that although the optimal 
multicast problem for the heterogeneous receive-send 
model is NP-complete in the strong sense, a polyno- 
mial time approximation algorithm exists for HNOWs 
that arise under a condition that is likely to  be satisfied 
in virtually all cases in practice. In addition, optimal 
solutions can be found in polynomial time for another 
class of HNOWs that frequently arise in practice. 

The first result addresses HNOWs in which the ra- 
tio of the receiving overhead to the sending overhead in 
each node is upper- and lower-bounded by constants. 
More precisely, let the receive-send ratio of a node 
denote its receiving overhead divided by its sending 
overhead. Let amin and amax be constants for a given 
network such that all receive-send ratios in the net- 
work are between CY,~,, and CY,,,. Let n denote the 
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number of nodes participating in a given multicast and 
let OPTR denote the completion time of an optimal 
schedule for the multicast. We show that an O(n log n) 
greedy algorithm finds a schedule whose completion 
time is at  most C x OPTR + ,4 where C is a constant 
computed from amin and amax and /3 is the difference 
of the maximum and minimum receiving overheads of 
the destination nodes. 

This result therefore provides a polynomial time ap- 
proximation algorithm under the condition that the 
receive-send ratios are upper- and lower-bounded by 
constants. The receive-send ratios depend on factors 
such as the hardware capabilities of the nodes, the 
protocols employed, and the length of the message be- 
ing sent. Recently reported benchmarks have found 
receive-send ratios in the range of 1.05 to 1.85 [3, 71. 
Although the ratio-bound of the proposed approxima- 
tion algorithm is not known to be tight, the existence 
of an approximation algorithm provides a theoretical 
basis for using the greedy algorithm. In addition, this 
result suggests that the search for tighter bounds or 
other approximation algorithms is a worthwhile en- 
deavor. 

The second result addresses HNOWs with limited 
heterogeneity; networks that comprise an arbitrary 
number of workstations but a limited number of dis- 
tinct types of workstations. In many cases, the num- 
ber of distinct types of workstations remains constant 
even as the size of the network scales. We show that 
for a network involving n nodes of IC distinct types, 
an optimal multicast schedule can be found in time 
O(n2”). In fact, in time O(n2k) a table of opti- 
mal schedules for all possible multicasts can be con- 
structed. Thus, for small k it may be desirable to 
precompute this table so that optimal schedules can 
later be found in constant time. 

The remainder of this paper is organized as follows. 
In Section 2 we give definitions and results that are 
used throughout the paper. In Section 3 we analyze 
a greedy approximation algorithm for the multicast 
problem. In Section 4 we describe and analyze a poly- 
nomial time algorithm for the case of limited hetero- 
geneity. We conclude in Section 5 with some directions 
for future research. 

2 Preliminaries 
We consider the heterogeneous receive-send commu- 
nication model which comprises the following set of 
parameters: 

A network latency, L,  incurred in communicating 
a message from one node to another. 

0 A sending overhead, osend(p), defined as the time 
incurred by node p to send a message. During this 
time node p cannot perform other communication 
operations. 

A receiving overhedd, oreceive(p)l defined as the 
time incurred by node p to receive a message. 
During this time node p cannot perform other 
communication operations. 

We note that the sending and receiving overheads may 
depend on the length of the message being sent. Thus, 
these values are computed for each node for the length 
of the given multicast message. We assume that all of 
the above parameters are measured in the same time 
units and have positive integer values. 

A multicast set is a.set S = ( p o l . .  . , p n }  where po 
is the source of the multicast and the remaining el- 
ements are destination nodes. We assume that the 
sending and receiving overheads are directly corre- 
lated to  the speed of a node so that for any two 
nodes p , q  E S, osend(p) < osend(q) if and only if 
oreceive (p) < oreCeive(q). We henceforth assume that 
pl , . . . , p ,  are indexed in order of non-decreasing over- 
head so that %end (Pi) < %end (Pi+l) and Oreceive (Pi> < 
oreceive(pi+l) for 1 5 i < 12. 

For a given multicast set S, a multicast schedule 
is a directed tree T with one vertex for each node 
in S. The root of T corresponds to the source node 
and all remaining vertices correspond to  destination 
nodes. Henceforth, we use “node” and %ertex” inter- 
changeably. Each non-root vertex v has exactly one 
incoming edge representing transmission of the mes- 
sage to U. Each non-leaf vertex v has one or more 
outgoing edges corresponding to transmissions of the 
message from v to other destination vertices. These 
edges are ordered from left to right to  indicate the 
order, from first to  last, in which v transmits the mes- 
sage to its children. Alternatively, we say that a list 
( ‘ ~ 1 , .  . . , we) is the delivery ordered list of children of 
v if v sends the message to vertex wi before sending 
to  vertex wi+ll  1 5 i < C. 

The delivery time’ for a non-root vertex v in sched- 
ule T ,  denoted &(U), is the time at which the mes- 
sage is delivered to  vertex U. The reception time 
for vertex v in schedule T ,  denoted T T ( V ) ,  is equal 
to  &(U) + Oreceive(v); the time at which vertex v 
has completed incurring its receiving overhead. Al- 
though d~ and TT are related, it will be convenient 
in our analysis to  distinguish between these two func- 
tions. Define the delivery completion time to  be DT = 
maxvET dT(v) and the reception completion time to  
be RT = maxvET TT(V). The objective of the optimal 
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multicast problem in this model is to  find a schedule T 
for multicast set S such that the reception completion 
time, RT, is minimized. The optimal multicast prob- 
lem for this model, under the assumptions above, is 
easily shown to NP-complete in the strong sense. The 
interested reader is referred to  [12] for details. 

By definition, in any schedule T the root has the 
message at time 0, so ~ ~ ( p o )  = 0. For each non- 
leaf vertex v with the delivery ordered list of chil- 
dren ( W , .  . . ,we), ~ T ( W )  2 T T ( ~ )  + i X Osend(v) + L ,  
1 5 i 5 C. Without loss of generality, we assume 

since otherwise the idle time can be removed with- 
out increasing the delivery time of any vertex. We 
say that v completes delivery to  its i th child at  time 

Next, we consider a simple greedy algorithm for 
constructing multicast schedules similar to the al- 
gorithm proposed for the heterogeneous node model 
[2, 91. Let S be a multicast set ( p o , p l , .  . . , p n } .  Recall 
that by convention po is the source and that the des- 
tinations are indexed in non-decreasing order of over- 
head. 

that d ~ ( Z 0 i )  = T ~ ( 2 r )  f i X Osend(V) + L ,  1 < i < C, 

TT( 'U)  + i x Osend(v) f L. 

Let T be the tree with a single node PO. 
for i = 1 to n 

begin 
Find a vertex p E T that can complete delivery 

Let p send the message to  pi ,  thereby inserting pi 
as early as possible. 

into T .  
end 

return T 

Lemma 1 The running time of the greedy algorithm 
for a multicast set of n nodes is O(n log n).  

Proof: The algorithm requires that the n destina- 
tion nodes first be sorted in non-decreasing order of 
overheads. This can be done in O(n log n)  time. The 
nodes in schedule T can be maintained in a prior- 
ity queue in which the key associated with each el- 
ement in the priority queue is the next earliest de- 
livery time of the message. Initially, the source node 
po is inserted into an empty priority queue with the 
key equal to  OSend(p0) + L since this is the first pos- 
sible delivery time for the message. At each itera- 
tion i of the algorithm, the node p with the small- 
est key is removed from the priority queue. Let C 
denote the value of the key for node p .  Node pi  is 
now inserted into the priority queue with key equal 
to c f Oreceive(pi) + Osend(pi) + L. Next, node p is 
reinserted into the priority queue with key equal t o  

C + Osend(P). The process is repeated n times. By 
using a heap to  implement the priority queue, each 
deletion and pair of insertions performed per iteration 
can be accomplished in O(1ogn) time. Thus the total 
running time is O(n1ogn). 0 

A multicast schedule T is said be layered if for every 
pair of non-root nodes U, w E T if osend(U) < osend(V) 

(01. equivalently oreceive(u) < oreceive(W)) then ~ T ( u )  < 
~ T ( w ) .  Note that by definition, every schedule pro- 
duced by the greedy algorithm is layered. The follow- 
ing lemma and its corollary show that the greedy al- 
gorithm finds a schedule with minimum delivery com- 
pletion time among all layered schedules. 

Lemma 2 Let S = { P O , .  . . , p n }  and S' = 
{pb,  . . . ,&} be two multicast sets with sources po 
and pb,  respectively, with destination nodes appear- 
ing in non-decreasing order of overhead. Assume that 

0 5 i < n.  Let T denote the schedule for S found 
b y  the greedy algorithm and let T' denote any  layered 
schedule for S'. Then DT 5 D T ~  . 
Proof: Since two nodes with the identical overhead pa- 
rameters can be interchanged without affecting deliv- 
ery times in the schedule, without loss of generality if 

Similarly, if cJsend(pi) = cJsend(p:) and i < j ,  then 
d ~ t  (p i )  5 d ~ t  (p:). Then, since T and T' are layered, 

By way of contradiction, assume that D T ~  < DT. 
Since T and T' are layered, D p  = dT1 ( p l )  and DT = 
d ~ ( p , )  and thus dTt (p',) < dT(p,). Let 1 < j 5 n be 
the smallest index such that d ~ t ( p [ i )  < d ~ ( p j ) .  Then 
&(pi) 5 d ~ ,  ( p i )  for all i such that 1 5 i 5 j - 1 and 
d p ( p : )  < dT(pi )  for all i such that j 5 i < n. There- 
fore, in schedule T ,  P O , .  . . ,p.j-1 collectively complete 
at  most j - 1 message deliveries by time dTt ( p i ) .  

Let k denote the number of message transmissions 
in T' collectively completed by nodes pb,  . . . by 
time dT!(p>) .  Since T' is layered, the message is de- 
livered to  p[i from some p i ,  0 < i < j - l. Therefore, 
nodes pb, . . . ,pi-l collectively complete at least j mes- 
sage transmissions by time dTf ( p i )  and thus k 2 j .  
However, since %end (Pi) < %end (pi) and Oreceive (pi) < 
oreceive(pi), 0 L i < j - 1, and d ~ ( ~ i )  5 ~ T ! ( P ! , ) ,  
1 < i < j - 1, nodes PO,. . . , p j -1  in T collectively have 
at  least k points at  which message transmissions can 
be completed before time dTt(p[ i ) .  Since the greedy 
algorithm performs message deliveries as early as pos- 
sible, p o l . .  . ,p j -1  collectively complete at least IC 2 j 
message transmissions by time d ~ t  (p [ i ) ,  contradicting 
the observation above that these nodes complete at  
most j - 1 message deliveries by time dTt(p[i) .  0 

osend(Pi) < osend(p!,) and oreceive(pi) < oreceive(p:) f o r  

%end ( p i )  = %end @j) and i c j i then dT (Pi) 5 dT (pj). 

&(pi) 5 dT(Pi+l) and dT'(pi)  5 dT'(z):+l), 1 <  i < n. 
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Corollary 1 For any multicast set S, the schedule 
produced by  the greedy algorithm has the minimum DT 
over all layered schedules T .  

Proof: Follows immediately from Lemma 2 by letting 
s = st. 0 

3 A Bound for the Greedy Al- 
gorit hm 

In this section we show that the greedy algorithm is 
an approximation algorithm for the multicast problem 
when the receive-send ratios are constant bounded. 
In particular, for a multicast set S = { p o , p l ,  . . . , p n }  

0 5 i 5 n. Let Qmax = let ai = z n d ( P i )  ' 
maxosi<nai and let amin = minoii<nai. - Let p = 
maxlgi<n oreceive(Pi) - mini<i<n oreceive(Pi)- Finally, 
let OPTR denote the reception completion time of an 
optimal schedule. We show that the greedy algorithm 
constructs a schedule with reception completion time 
of less than 2 e O P T R - k P .  As a special case, note 
that if the sending overhead is equal to the receiving 
overhead in each node then amax = amin = 1 and the 
bound becomes 2 x OPTR + p. The following lemma 
will be used to establish this bound. 

Lemma 3 Let S = { p o , p l , .  . . ,pn} be a multicast set 
and assume that there exists a positive integer C such 

0 ive(Pi) 

(pi) = C for all i, 0 5 i 5 n. Let T be a 
schedule for S and let u,v be two non-root nodes in T 
that =:pi) 

such that dT(U) < dT(V) and Osend(U) = e X os,&v) 
for some positive integer e 2 2. Then there exists a 
schedule T' satisfying the following properties: 

1. d p ( U )  > &/(U). 

2. d T ( w )  = d p ( w )  for all w E s such that w as not 
a descendant of U or v in T .  

3. DTf 5 &. 

Proof: Let (211,. . . ,u5}  and {VI,. . . , vY} denote the 
delivery ordered list of children of nodes U and U, re- 
spectively, in schedule T.' Let ti = (C + i) x C - C - 1, 
1 5 i 5 z. Schedule T' is constructed from T as 
follows: Nodes U and v are exchanged. The delivery 
ordered list of children of v becomes 

The delivery ordered list of children of U becomes 

Vtl+l,utz+l,. . . , U t i + l . .  . ,ut,+1. 

In the special case that U is a child of U ,  and thus 
w = ui for some i, 1 5 i 5 z, the construction is 
altered so that in T' U sends to U in place of sending 
the message to ui. 

The first two properties of the lemma are satisfied 
by construction of TI. We now show that the third 
property, D T ~  5 DT,  is satisfied. By construction, 
dT, (U) = & ( U ) .  We begin by showing that dT1 (ui) = 
d ~ ( ~ i ) ,  15 i 5 z. Observe that 

d T ( U i )  &(U) + Oreceive(U) + i x Osend(U) + L 
= &(U) + C x Ownd(U) + i x e x Os&(") + L 
= dT(U) + c x e x Osend(") + i x e x Osen&) + L 

dT(U) + (c + i) x x Osend(") f L 

while 

dT'(Ui)  = 

= 
&"(V) + Orer-eive(") + ( t i  + 1) x Osend(") + L 
d T ( U )  + c x Osend(") + 
[(c + i) x e - c - 1 + 11 x Osend(") + L 

= d T ( U )  + (c + i) x e x Osend(2') + L. 

Thus, d p ( U i )  = dT(Ui) ,  1 5 i 5 2.  

Next we show that ~ T I ( U )  = dT(u ) .  If U is not an 
ancestor of w in T then d p  ( U )  = d ~ ( w )  by construction 
of TI. If U is the parent of U in T then v = ui for some 
i, 1 5 i 5 z. From the above analysis, d T ! ( U i )  = 
d ~ ( ~ i )  = &(U). Since by construction of TI, U is 
inserted in place of ui in this case, we have dp( 'U)  = 
d T ( v ) .  Finally, if v is a descendant of U but not the 
child of U in T ,  then U is a descendant of some ui in 
T, 1 5 i 5 z. Since dTt(Ui) = d ~ ( ~ i ) ,  it again follows 
that dTt('1L) = dT(U). 

Next we show that dp(wt ,+ l )  = dT(ut i+l) ,  1 5 i 5 
x .  Observe that 

dT(Vtif1) = 
= 

&'(") + Oreceive(") + (ti + 1) x Osend(") + L 
&(V) + c x Osend(") + 
[(c + i) x e - c - 1 + 11 x Osend(") + L 

= d T ( v )  + (C + i) x e x Osend(") + L 

while 
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&(vi) from the argument above. For all remaining 
vi, note that vi is the ith child of v in T and is the 
ith child of U in T'. Since d p ( v )  < & ( U ) ,  it follows 
immediately that d p ( ~ i )  < &(vi) for all remaining 
V i .  

Thus, dTl (u )  = & ( U ) ,  & - # ( U )  = & ( U ) ,  and the 
delivery time of every child of U or w is no larger in 
T' than in T .  Therefore, the delivery time of every 
descendant of U or v is no larger in T' than in T. Since 
the delivery times of all other nodes are unaltered by 
this transformation, it follows that DT, 5 DT. 0 

Theorem 1 Let S = { p O , p l , .  . . , p n }  be a multi- 
0 ' (Pi)  

cast set. Let ai = 7 0 5 i I 72. Let 
amax = maxoSisnai, let a m i n  = minOli<nai, and 
let p = mmls i sn  Oreceive(Pi) - minisisn oreceive(Pi). 
Let OPTR denote the minimum reception completion 
tame over all schedules for S. The greedy algorithm 
constructs a schedule with reception completion t ime 
less than 2 m  OPTR + p. 

Proof: Let S' be the multicast set constructed as fol- 
lows: For each pi E S, introduce a corresponding pi in 
set S' such that Osend(pi) = 2k for the smallest inte- 
ger value k such that 2k 2 Ose,d(pi). Let Oreceive(P:) = 

a m i n  

ramax] x Osend(p!,). Note that < 2. Similarly, 

Let OPTR' denote the minimum reception com- 
pletion time over all schedules for S'. Let OPTD 
and OPTD' denote the minimum delivery completion 
times over all schedules for S and S', respectively. 
Similarly, let GREEDYR and GREEDYR' denote the 
reception completion times for schedules constructed 
by the greedy algorithm for S and S', respectively. Let 
GREEDYD and GREEDYD' denote the delivery com- 
pletion times for schedules constructed by the greedy 
algorithm for S and S', respectively. 

Since the sending or receiving overhead of a node in 
S' is less than 2 x - times larger than the sending 
or receiving overhead, respectively, of the correspond- 
ing node in S, it follows that 

OPTR' < 2 x x OPTR. (1) 
a m i n  

Next, since the reception time for a node is the sum 
of its delivery time and its receiving overhead 

Combining (1) and (2) we have 

OPTD' < 2 x !?Ed. x OPTR - min Orecejve (pi). 
a m i n  l< i<n  

(3) 
i ~ e ' ~ ' )  = ramax] for all i, o 5 i 5 

n. In addition, if Osend(U') > Osend(V') for u' ,d E s' 
then Osend(U') = e x Osend(V') for e = 2k where k is 
an integer greater than 0. Therefore, Lemma 3 can 
be applied to any pair of nodes U ' ,  U' in a schedule for 
S' such that the delivery time of U' is less than that 
of U' but the sending overhead of U' is greater than 
that of U'.  In particular, we may begin with a sched- 
ule for S' with delivery completion time OPTD'. If 
p i  does not have the minimum delivery time in this 
schedule, Lemma 3 is applied to swap p i  and a node 
of minimum delivery time. This process is performed 
sequentially, as necessary, for p i ,  p i ,  . . . , p k .  Since by 
Lemma 3 the transformation affects only the subtrees 
rooted at  the exchanged nodes, when the transforma- 
tion is applied so that pi has the ith smallest deliv- 
ery time, the delivery times of p i , .  . . remain un- 
changed. Thus, after at most n applications of the 
transformation, the schedule with delivery completion 
time OPTD' is transformed into a layered schedule for 
S'. Since each application of the transformation does 
not increase the delivery completion time, the deliv- 
ery completion time of the resulting layered schedule 
remains OPTD'. Thus, by Corollary 1, 

C n d  ( p i  
Next, in S', 

GREEDYD' = OPTD'. (4) 

Since Osend(pi) 5 Osend(P:) and Oreceive(Pi) 5 
oreceive(pi), 0 I i I n, Lemma 2 implies that 

GREEDYD I GREEDYD'. ( 5 )  

Finally, since the reception time for a node is the 
sum of its delivery time and its receiving overhead, 

GREEDYR 5 GREEDYD + max oreceive(pi). (6) 
l<i<n 

Combining equations (3) through (6) we have, 

x OPTR+ GREEDYR < 2 ~ -  
a m i n ,  

m m  Oreceive (pi> - 
l<i<n 

Oreceive ( P i >  

= 2 x -  x OPTR + p. 
a m i n  

0 
Finally, we note that a slight modification should 

be made to the aforementioned greedy algorithm when 
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used in practice. Since the greedy algorithm con- 
structs a layered schedule, “fast” nodes take delivery 
of the message before “slow” nodes in the schedule. 
While this property is evidently desirable for internal 
nodes in the schedule tree, it is not desirable for the 
leaf nodes. In other words, in order to minimize recep- 
tion completion time a leaf node with small receiving 
overhead should not take delivery of the ‘message be- 
fore a leaf node with larger receiving overhead. Thus, 
once the greedy algorithm completes construction of 
the schedule, reversing the order of the leaf nodes will 
not increase the reception completion time and may 
decrease it. 

4 A Polynomial Time Algo- 
rithm for Limited Hetero- 
geneity 

We now show that for any fixed constant k ,  the opti- 
mal multicast problem for n nodes of k distinct types 
can be solved in time O(n2&)).. Let ~ ( s ,  i l ,  . . . , ik) rep- 
resent the minimum reception completion time for a 
multicast from a source of type s, 1 5 s 5 k to ij 
nodes of type j ,  1 5 j 5 k. Let S( i )  and R(i) denote 
the sending and receiving overheads, respectively, for 
a node of type i, 1 5 i 5 k. Our algorithm is based 
on the following lemma. 

Lemma 4 For every 1 5 s 5 k ,  ij 2 0, 1 5 j 5 k ,  

T ( S ,  o,o, .  . . , O )  = 0 

Proof: The first equation is by definition. For the sec- 
ond equation, in any schedule in which a source node 
of type s sends to  ij nodes of type j ,  1 5 j 5 k ,  
the source node’s first transmission is sent to some 
node of type e ,  1 5 C 5 k. This node of type C is 
the root of a subtree containing 0 5 y j  5 ij nodes 
of type j for each 1 5 j 5 k with the exception of 
type e, for which Ye 5 it - 1 since the selected node of 
type e is one of the it destination nodes for the orig- 
inal multicast. Node C receives the message at time 
S(s)+L+R(C) and an optimal schedule for the portion 
of the multicast rooted at  C completes after an addi- 
tional T(C, y l , .  . . ,ye,. . . ,yk) units of time. Once the 

source node has transmitted the message to  its first 
destination, the source node can continue transmit- 
ting the message to the remaining destinations. The 
source node begins performing these remaining trans- 
missions at time S(s) and, by definition, the optimal 
solution for these remaining destinations takes time 
~ ( s ,  il - 91,. . . , i e  - 1 - y e , .  . . , ik - yk). Therefore, the 
maximum of T ( C ,  y1,. . . , y e , .  . . , yk) -I- S(s) + L + R(C) 
and T ( s ,  i~ - y 1 , .  . . , i e  - 1 - Y e , .  . . , ik - yk) + s ( s )  is 
the actual completion time of the multicast. Finally, 
by computing the minimum over all possible values of 
e, 91,. . . , yk, the completion time of an optimal sched- 
ule is found. 0 

Theorem 2 For any  constant I C ,  given n nodes o f  k 
types an optimal multicast schedule can be found an 
tame O ( n 2 k ) .  

Proof: The algorithm applies dynamic program- 
ming to the relation in Lemma 4. Specifically, let 
711,712, . . . , n k  represent the number of nodes of each 
of the k types. The algorithm now operates as follows: 

for s = 1 t o  k set T ( s , O , O , .  . . , 0 )  = 0 
for s = 1 to k 

for il = 0 t o  n1 
for i 2  = 0 t o  n2 

. . .  
for i k  = 0 t o  n k  

compute ~ ( s ,  i l ,  . . . , ik) using 
the relation in Lemma 4. 

This dynamic program computes O ( k  x n1 x . . . x n k )  

values of the form T ( S ,  i l ,  . . . , ik). The computation 
of each such value requires O ( k  x il x . . . x ik) steps. 
Since il 5 ni 5 n for each 1 5 i 5 k ,  the total running 
time is O(k2n2k j  = O(n2k)  for any constant k .  0 

Note that the dynamic programming ta- 
ble in Theorem 2 contains the values of 
~ ( ~ , i l , . .  .,ik) for all 1 5 s 5 k ,  1 5 ij 5 nj, 

1 5 j 5 k .  Thus, for a network with small k it may be 
desirable to precompute the dynamic programming 
table and annotate each entry in the table with the 
optimal schedule. In this way, an optimal schedule 
can subsequently be found in constant time for any 
multicast in this network. 

5 Conclusions 
Although the optimal multicast problem for the het- 
erogeneous receive-send communication model is NP- 
complete in the strong sense, we have demonstrated 
that a simple greedy algorithm is a polynomial time 
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approximation algorithm when receive-send ratios are 
constant bounded. In addition, we have shown that 
optimal solutions can be found in polynomial time 
when the number of distinct types of workstations is 
bounded by a constant. 

A number of interesting and important directions 
remain for future research. Although the optimal mul- 
ticast problem is NP-complete, the complexity for the 
case that receive-send ratios are constant bounded re- 
mains unsettled. It is conjectured that the problem re- 
mains NP-complete under this assumption. It is possi- 
ble that a smaller ratio bound than the one presented 
here can be found for the greedy algorithm. In addi- 
tion, other polynomial time approximation algorithms 
might exist for this problem. Finally, polynomial time 
algorithms and approximation algorithms should be 
examined for other collective communication opera- 
tions. 
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