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Abstract

. Multicast communication has applications in a number

of fundamental operations in paralle]l computing. An
effective multicast routing algorithm must be free from
bf)th livelock and deadlock while minimizing commu-
nication latency. We describe two classes of multicast
worr.nhole routing algorithms that employ the multi-
destu}ation wormhole hardware mechanism proposed
by Lin et al. [12] and Panda et al. [17]. Specific
examples of these classes of algorithms are described
anfl experimental results suggest that such algorithms
enjoy low communication latencies across a range of
network loads.

1 Introduction

T.he distributed memory multiprocessor paradigm pro-
vides a promising means of constructing scalable paral-
lel computers. These systems comprise a collection of
T‘OdeS, where each node consists of a processor with
its own local memory and a router which supports
message communication between nodes. The routers
are connected by channels according to a particular
interconnection topology. Among the most common
topologies for multicomputers are low-dimensional
meshes. These topologies are scalable and have a num-
ber of features that make them particularly amenable
to high-performance computing [4, 9). For example,
a two-dimensional mesh topology is used in the Intel
Paragon and a three-dimensional mesh is used in the
MIT J-Machine and the Cray T3D and T3E.

In order to minimize communication latency, the
current generation of multicomputers employ the
wormhole routing switching strategy [16]- Wormhole
routing divides each packet into a number of constant
size components or flits. The header flit contains the
routing information for the message and leads the re-
maining flits through the network in a pipelined fash-
ion to the destination. Once the header flit gains ac-
cess to a channel, the current message “owns” that
channel until the tail flit passes through it and relin-
quishes ownership of the channel.

*This work was supported in part by the National Science
Foundation under grant CCR-9418311.
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Communication in the network can be either uni-
cast or multicast. In unicast communication a mes-
sage is sent from a source processor to a single desti-
nation processor, whereas in multicast communication
a message is sent from a source processor to an arbi-
trary set of destination processors. Multicast commu-
nication has applications in a number of fundamental
operations such as barrier synchronization (20}, cache
coherency in distributed shared-memory architectures
[10], and clock synchronization (1], among others.

An effective multicast routing algorithm must sat-
isfy several basic requirements [12]. First, the al-
gorithm must be free from both deadlock and live-
lock. Deadlock arises when a cycle of blocked messages
forms in which each blocked message waits for a chan-
nel belonging to the next blocked message in the cycle.
Livelock occurs when a message proceeds through the
network indefinitely, never arriving at its destination.
Second, the routing algorithm should be supported by
fast and simple routing hardware. Third, the algo-
rithm should minimize communication latency.

Communication latency comprises three compo-
nents: startup latency, network latency, and blocking
latency [16]. The startup latency is the amount of
time incurred by the operating system in preparing the
message for injection into the network. The network
latency consists of channel propagation and router la-
tencies. Blocking latency accounts for all delays asso-
ciated with contention for routing resources among the
various worms in the network. In current generation
machines, startup latency is typically on the order of
several microseconds whereas channel and router la-
tencies are typically on the order of a few nanoseconds
[17]. Blocking latency, in contrast, depends heavily
on message traffic patterns and thus on the routing

algorithm itself.
Since startup latency appears
term in communication latency,

have been made to design multicast rou
that minimize the number of startups required to de-

liver a message to all of its destinations [8, 12, 15, 19].
However, the number of startups alone is not neces-
sarily an accurate indicator of the performance of_a
routing algorithm. Consider, for example, the Hamil-
tonian path-based routing algorithm proposed in [12]

to be the dominant
a number of efforts
ting algorithms




which requires at most two startups to deliver a mes-
sage to an arbitrary set of destinations and the col-
umn path algorithm proposed in [2] which requires
as many as 2n startups in an n x n mesh. By us-
Ing at most two startups to deliver a message to an
arbitrary number of destinations, the Hamiltonian-
path based algorithm creates long worms that occupy
a large number of routing resources. At high loads
these long paths incur high network and blocking la-
tencies which result in commmunication latencies that
are considerably higher than those of the column path
algorithm [2]. Our experimental results suggest that
in many cases a trade-off exists between minimization
of startup latencies and minimization of network and
blocking latencies.

In this paper we consider adaptive multicast routing
algorithms that balance startup latencies with network
and blocking latencies, resulting in low communication
latencies across a range of network loads and traffic
conditions. In Section 2 we review existing multicast
routing algorithms and propose two general classes of
adaptive routing algorithms. In Section 3 we describe
specific algorithms that are representative of these two
classes. Experimental results are described in Sec-
tion 4 and we conclude in Section 5 with observations
and directions for future research.

2 Multicast Routing

Existing multicast routing algorithms can be ‘classi-
fied as unicast-based and multidestination-based. In
unicast-based routing algorithms, a source node sends
messages to its set of destination nodes by sending a
sequence of separate unicast messages to each of these
destinations. Alternatively, a multicast tree can be
used in which the source node sends the message to a
subset of the destinations which then participate in re-
cursively retransmitting the message to the remaining
set of destinations. Examples of unicast-based multi-
cast routing can be found in [3, 8, 15, 18]. A signifi-
cant disadvantage of the unicast-based approach is the
large number of startups required to send a message
to a large set of destination nodes.

To address this problem, Lin et al. [12] and Panda

et al. [17] have proposed a hardware supported mul-

ticast routing methodology known as multidestination
multicast routing. In this scheme, a source node pre-
pares a message for delivery to a set of destinations
by first sorting the addresses of the destinations in the
order in which they are to be delivered, and then plac-
ing this sorted list in the header flits of a worm. When
the header enters a router with address o, the router
checks to see if « is the next address in the header.
If so, the address a is removed from the header and
the data flits are forwarded both to the local processor
at this node as well as to the next node on the path.
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Otherwise, the worm is forwarded only to the next des-
tination on the path. In this way, the message is even-
tually delivered to every destination in the header. An
important feature of multidestination routing is that a
message can be delivered to multiple destinations with
the same startup latency as a message sent to a single
destination [12, 17].

Lin et al. have proposed a multidestination-based
routing algorithm for the mesh known as the Hamil-
tonian path-based algorithm [11, 12]. Panda et al.
[17] have proposed a general multidestination-based
Base Routing Conformed Path (BRCP) methodology
in which an underlying deadlock-free unicast routing
algorithm is used in conjunction with the multides-
tination hardware mechanism. Specifically, to avoid
deadlock each worm must follow a path that is valid
with respect to the underlying unicast routing algo-
rithm, but the worm may deliver the message to any
number of destinations on that path using the multi-
destination hardware mechanism. For example, Bop-
pana et al. proposed a BRCP algorithm called the
column path algorithm which partitions a set of desti-
nations into worms that can be reached on valid e-cube
paths [2]. Panda et al. proposed the hierarchical leader
algorithm that distributes the message to the destina-
tions in a hierarchical fashion, similar to a multicast
tree, such that each path taken is also a valid e-cube
path. In other related work, Duato [5] has proposed an
elegant theory of multicast routing which has been ap-
plied to develop several adaptive multicast algorithms
[5, 6]. The results described in this paper can be used
in conjunction with Duato’s theory.

Since the Hamiltonian path-based algorithm re-
quires substantially fewer startups than either the
column path or the hierarchical leader algorithms,
the Hamiltonian path-based algorithm incurs lower
communication latencies than either of these BRCP
schemes at low network loads [2, 17]. At higher net-
work loads, however, the long paths taken by the
Hamiltonian path-based routing algorithm incur high
network and blocking latencies, resulting in overall
communication latencies that greatly exceed those of
the two BRCP schemes.

Our objective, therefore, is the design of multicast
routing algorithms that balance startup latencies with
network and blocking latencies to achieve low com-
munication latencies over a range of network loads
and traffic patterns. We show that BRCP algorithms
based on adaptive unicast routing algorithms offer a
very promising means of achieving this goal. In par-
ticular, we restrict our attention to non-hierarchical
BRCP algorithms in which no intermediate nodes par-
ticipate in absorbing and retransmitting a message to
other destinations. Analytical and experimental re-
sults, described in detail in Section 4, suggest that
in many cases non-hierarchical algorithms incur fewer
startups and lower communication latencies than hi-




erarchical algorithms. For example, for the demand-
ing task of all-to-all broadcast in an n x n mesh, the
non-hierarchical column path algorithm [2] incurs at
most 2n startups per node while the hierarchical SCHL
scheme (8] incurs up to 2n + 7 startups. Moreover, in
§everal experiments, the column path algorithm exhib-
ited communication latencies that were over 50% lower
than those of SCHL in a 16 x 16 mesh.

We consider two types of non-hierarchical adaptive
BRCP algorithms: pure BRCP algorithms and mini-
mal BRCP algorithms.

Deﬁpition 1 Let U denote a deadlock-free unicast
routing algorithm. A multicast routing algorithm M is
said t9 be a pure BRCP routing algorithm with respect
to U if it has the following property: For every source
nodg s and set of destination nodes D, algorithm M
partitions the set D into the minimum number of dis-
joint lists Py,..., Py such that the nodes in each list
P, 1< i<k, can be reached on a single path from s
that is valid with respect to routing algorithm U.

While this approach minimizes the number of startups
per message, it potentially permits long paths that
hoild‘ a large number of routing resources. In contrast,
minimal BRCP algorithms are defined to minimize the
usage of routing resources by requiring that the path
t_aken from the source to any node in its destination
list be a minimal path.

Deﬁ.nition 2 Let U denote a deadlock-free unicast
routing algorithm. A multicast routing elgorithm M
is said to be a minimal BRCP routing algorithm with
respect to U if it has the following property: For ev-
ery source node s and set of destination nodes D,
algorithm M partitions the set D into the minimum
number of disjoint sorted lists P1, .- B, such that the
n_odes in each set P;, 1 < i <k, can be reached on a
single path path from s such that:

1. The path is valid with respect to routing algorithm
U.

2. For each destination d € P;, the path taken from
s to d is a minimal path.

Although minimal BRCP algorithms in general require
more worms than pure BRCP algorithms, the restric-
tion to minimal paths potentially reduces network and
blocking latencies.

We demonstrate these classes by constructing both
pure BRCP and minimal BRCP algorithms with
respect to the negative-first unicast routing algo-
rithm [7]. The negative-first algorithm was selected
to demonstrate the effectiveness of adaptive BRCP
schemes because it requires no virtual channels and
can therefore be compared fairly with the column path

and Hamiltonian path-based routing algorithms. Ex-

perimental results comparing these BRCP algorithms

-515-

with the column path and Hamiltonian path-based al-
gorithms are described in Section 4. More complex
adaptive routing algorithms employing virtual chan-
nels are likely to achieve even lower communication
latencies. We conclude in Section 5 with comments
and directions for future research.

3 The Negative-First BRCP Al-
gorithms

In this section we describe a pure BRCP routing al-
gorithm and a minimal BRCP routing algorithm with
respect to the negative-first unicast routing algorithm.
To simplify the discussion, we restrict our attention to
two-dimensional meshes, although all of the results de-
scribed here generalize immediately to higher dimen-
sions. We begin in Section 3.1 with a description of the
negative-first unicast routing algorithm. In Section 32
we describe the pure negative-first BRCP multicast al-
gorithm and in Section 3.3 we describe the minimal
negative-first BRCP multicast algorithm.

3.1 Negative-First Unicast Routing

The negative-first routing algorithm was proposed as
a partially adaptive unicast routing algorithm requir-
ing no virtual channels [7]. Although the negative-
first routing algorithm was originally described using
the turn model 7], an equivalent alternative equivalent
characterization is as follows [13].

Consider an m x n mesh. The bottom left node of
the mesh is designated the origin and is given coordi-
nates (0,0). The remaining nodes in the network are
assigned integer coordinates with respect to the ori-

gin. We will henceforth use these integer coordinates
The unidirectional channels of the

to represent nodes.
d into two subnetworks. The neg-

mesh are partitione :
ative subnetwork comprises all channels directed to-

wards the origin (all west and south channels) and
the posttive subnetwork comprises all channels directed
away from the origin (all east and north channels). A

channel ¢; is said to be contiguous to channel c2 if
channel ¢; enters a node n and cp exits node n. A

negative-first routing path p is any sequence of con-
tiguous channels such that all routing in the nega.ut}ve
subnetwork is completed before entering the positive
subnetwork. This is formalized in the following defini-

tion.

Definition 3 4 negative-first routing path originat-
ing at node s is an ordered list of channels p =
lersc2s-- -0 cx] such that

1. Channel ¢, ezits node S.

9. Channel c; 15 contiguous to channel ciy1, 1 S i<

k.




T

[ ] source

n destination

Figure 1: Examples of negative-first routing paths.

8. Ifc; is an element of the negative subnetwork then
¢; is an element of the negative subnetwork for all
Jh1<ji<i.

Several negative-first routing paths are shown in
Figure 1. It is easily shown that negative-first rout-
ing is deadlock-free (7, 13).

3.2 Pure Negative-First BRCP Multi-
cast Routing

We now describe a pure BRCP multicast algorithm
with respect to negative-first routing. We begin
with some definitions and lemmas that will be used
throughout this discussion.

Definition 4 Let ny = (:Cl,yl) and g = (27271!2) de-
note two nodes in the mesh. Node n; contains na,
denoted by ng X ny, 1f T2 £ z1 and Y2 < y1.

It is easily verified that the containment relation is a
partial ordering on the set of nodes in the mesh. More-
over, note that if two nodes n; and n, satisfy ny < n;
then any minimal path from n; to n2 uses channels
exclusively in the negative subnetwork and is a valid
negative-first routing path by Definition 3. For ex-
ample, in Figure 1, b < a and one possible minimal
path from a to b in the negative subnetwork is indi-
cated. Similarly, if n; < n, then any minimal path
from n; to n, uses channels exclusively in the posi-
tive subnetwork and is a valid negative-first routing
path by Definition 3. An example is illustrated in the
path from ¢ to d in Figure 1. Finally, if n; is incom-
parable to ny (neither node contains the other), as is
the case for pair of nodes e and f and for pair g and
h in Figure 1, then there exists exactly one minimal
negative-first routing path from n; to n..

Definition 5 Let I = [n1,n2,...,nk] be an ordered
list of nodes. L is said to be containment ordered if
ni 2 Niy1, 1 <4 <k, and is said to be reverse con-
tainment ordered if n;;; < ni, 1<i<k.

The unary reversal operator and binary concatena-
tion operator on lists, defined below for completeness,
will also be used throughout this discussion.

Definition 6 Let L = [r1,n2,...,nk] be an ordered
list of nodes. The reversal of L, denoted reversal(L),
is the list [ng,ng—y,...,n1].

Definition 7 Let Ly = [ny,1,n1,2,...,n1,4) and Ly =
[n2,1,n22,...,m2,¢] denote two ordered lists. The con-
catenation of Ly and L, denoted LyoL,, is the ordered
list

[P1,1,012,- ., 0k N2 1, N2 2, 2y g ).

Each worm in our multicast routing algorithm must
conform to the negative-first routing algorithm. This
notion is formalized in the following definition.

Definition 8 Let s be a source node and let D de-
note the set of distinct destination nodes for source
s. A negative-first routing list with respect to s is
an ordered list of nodes L = [ny,n,, ... ,nx] such that
n; € D, 1 <i <k, and the nodes in L can be visited
in order on a negative-first routing path originating at
s.

Given a source node s and a set of destinations D,
our objective is to partition D into the minimum num-
ber of negative-first routing lists. The following lemma
states that a negative-first routing list can be formed
from two containment ordered lists. This construction
will be exploited in our optimal BRCP algorithm.

Lemma 1 Let s be a source node, let D denote
the set of destinations for source s, and let Ly =
[P1,1,m1,2,...,n1 %) and Ly = [n2,1,m2,2,...,n2,] de-
note two containment ordered lists whose nodes are
distinct elements of D. If nyx X s then the list
L = reversal(Ly) o Ly is a negative-first routing list
with respect to s. :

The full proof of this lemma can be found in [14]. A
sketch of the proof is given below.

Proof Sketch: Since L; = [P1,1,n1,2,...,m1 %) is @
containment ordered list and nyk X s, by definition of
containment n; x can be reached from s using chan-
nels exclusively in the negative subnetwork. Simi-
larly, ny x_; can be reached from nyx and, in general,
M1,i-1 can be reached from n;;, 2 < i < &, using
channels exclusively in the negative subnetwork. Thus
reversal(L; ) is a negative-first routing list with respect
to s. Moreover, ny ), the first element in containment
ordered list Ly can be reached from n1,1 by a sequence
of zero more edges in the negative subnetwork followed
by a sequence of zero or more edges in the positive sub-
network. Next, na» can be reached from ng,1 and, in
general, n,; can be reached from ny -3, 2 < j < ¢,
using edges exclusively in the positive subnetwork.
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Algorithm: Column-Greedy
Input: Destination set D in an m X n mesh and two nodes, p) =
ghtyl)tmg p2 = (z2,y2) such that p; < pa.
utput: Containment ordered list L =Tn Y200
Sy mainmen [n1,n2 , ni] such that

Procedure:

1. Sort destination nodes in D in increasing lexicographic or-
der. (Thus, nodes are sorted by increasing z-coordinates
gnd no‘des with equal z-coordinates are further sorted by
increasing y-coordinates.)

2. Iiet L d}ar_xote the containment ordered list under construc-
tion. Initialize L = 0.

3. L.et.y denote the y-coordinate of the last element in L. Ini-
tialize y = y;.

4, Fox: each column z, 71 < z < 72, foralld = (24,y4) € D in
lexicographic order, if 24 = z and y4 > v, then append d to
L and set y = yq4.

5. Return list L.

Figure 2: The Column-Greedy Algorithm.

Therefore, by Definition 8, L = reversal(L;) o Ly is

a negative-first routing list with respect to s. O

The pure negative-first algorithm —constructs
negative-first routing lists by concatenating the
reversal of containment ordered lists with other

containment ordered lists as suggested by Lemma 1.

Two algorithms are used to construct these lists, the
column-greedy algorithm and the row-greedy algo-

rithm. These algorithms take as input the destination
set D in the m x n mesh and two nodes in the mesh,
p1 = (z1,11) and po = (z2,y2) such that p1 = P
Both algorithms return a containment ordered list

of destinations, L, such that the nodes of L form a

subset of D and every node in L contains p; and is

contained in p,. Therefore, reversal(L) can be used as
a negative-first routing list in the negative subnetwork
for any source containing p; or L can be used in the

positive subnetwork for any source contained in pi.

The column-greedy and row-greedy algorithms are

given in Figure 2 and Figure 3, respectively.

As an example of the containment ordered lists con-
structed by these algorithms, consider the mesh in Fig-
ure 5(a). The result of applying the column-greedy al-

gorithm to this destination set is shown in Figure 5(b).

The directed edges indicate the order in which the des-
tinations are added to the containment ordered list
and suggest one possible negative-first routing path
for this containment ordered list. Similarly, the result
of applying the row-greedy algorithm to the remaining

destinations is shown in Figure 5(c).

The pure negative-first multicast routing algorithm
We now consider each

is described in Figure 4.

step of this algorithm using Figure 5 as an example.
The algorithm maintains two sets O
ordered lists, Spositive and Seither-
contains lists that must be route

The set Spositive

f containment

d in the positive

Algorithm: Row-Greedy

Input: Destination set D in an m X n mesh and two nodes, p1 =
(z1,41) and p2 = (z2,¥2) such that p1 < pa. ’
OQutput: Containment ordered list L = -[-m, na,...,nk) such that
p1 X n and nx X p2.

Procedure:

1. Sort destination nodes in D in increasing lexicographic or-
der. (Thus, nodes are sorted by increasing z-coordinates
and nodes with equal z-coordinates are further sorted by
increasing y-coordinates.)

2. [:et L denote the containment ordered list under construc-
tion. Initialize L = 0.

3. Let z denote the z-coordinate of the last element in L. Ini-
tialize z = 3.

4. Fox: each row v, y1 < ¥y < y2, for all d = (z4,%4) € D in
lexicographic order, if yg = y and z4 2 z, then append d to
L and set z = z4.

5. Return list L.

Figure 3: The Row-Greedy Algorithm.

subnetwork whereas Seitner contains lists that can
be routed in either the negative subnetwork or
the positive subnetwork. The algorithm partitions
the destination set D into four sets, NW, NE,
SW, and SE, -corresponding approximately to
those nodes to the northwest, northeast, southwest,
and southeast of the source node, as indicated in
step 2 of the algorithm. For the example in Fig-
ure 5, these sets are NW = {(1,4),(1,5),(2,7)},
NE = {(59),(6,5),(67),(7.4)} SW =
{(0,2),(2,0),(2,2), (2, 3),(3,1),(3,2),(4,2)}, and
SE = {(5,0),(5,1),(5,2), (7, 2)}.

Observe that since every node n € NW is strictly
north and west of the source s, any negative-first rout-
ing list originating at s and including node n must
use some channels in the positive subnetwork. Con-
sequently, while destination nodes remain in the set
NW, step 3 repeatedly invokes the column-greedy al-
gorithm to find containment ordered lists that include
these destinations and these lists are added to Spositive-
For the mesh in Figure 5(a), we have seen that the
first application of the column-greedy algorithm re-
sults in the containment ordered list represented in
Figure 5(b). Since this list contains all of the desti-

t NW (as well as some additional desti-

nations in se
4 of the algo-

nations not in NW), we now enter step
rithm.

Step 4 considers those nodes in set SE. Since every

node n € SE is strictly south and east of the source,
any negative-first routing list originating at s am.i .in-
cluding node n must also use channels in the positive
subnetwork. Thus, analogously to step 3, the row-
greedy algorithm is repeatedly invoked to find contain-
ment ordered lists that include these destinations and
these lists are also added to set Spositive- For the mesh
in Figure 5(b), we have seen that the first application




Algorithm: Pure Negative-First BRCP Multicast

Input: Source node s = (s=,5y) and destinations set D in an
m X n mesh.

Output: Set S of negative-first routing lists.

| Procedure:

1. Initialize S = 9. In addition, initialize two sets of contain-
ment ordered lists Spoipive = 0 and Seither = 0

¢~ 2. Partition D into four sets NW, NE, SW, and SE defined
¢ as follows:

NW = {n = (=, 9)|z < s,y > sy}

NE={n=(z,p)[z > 5.,y > sy}
SW={n=(z,y)|z < Sz, y < sy}
SE={n=(z,9)lz > s,y < sy}

- 3. While destinations remain in set NW yse the column-greedy
algorithm with p; = (0,0) and p, = (m—1,n~1) to con-
struct a containment ordered list L. Add L to Spositive and
remove all destinations in £ from D.

4. While destinations remain in set SE use the row-greedy al-
© gorithm with p; = (0,0) and pp = (m—1,n-1) to construct

move all destinations in I from D.

. 5. While destinations remain in set NE use the column-greedy
° algorithm with p; = (0,0) and p, = (m~1,n—1) to con-
struct a containment ordered list L. Add [ t0 Spositive.
6. While destinations remain in set SW use the column-greedy
algorithm with p; = (0,0) and p, = (s2,5y) to construct a
containment ordered list L. Add L to Seither.

;7. While there exists a containment ordered list L € Seither
and a containment ordered list Ly e Spositive, add the or-
dered list reversal(Ly)o L, to S and remove L; and Ls from
Seither and Spositive, respectively.

8. While Seither contains two or more lists, select two lists
Ly, L, € Seither, remove these two lists from Seither and
add reversal(L;)o L, to S. If Seither contains only one list,
L, remove L from Seither and add reversal(L) to S.

9. Otherwise, if Spositive is not empty then add each element
of spon‘tivc to S.

10. Return set S.

Figure 4: The Pure Negative-First BRCP Multicast
Algorithm.
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of the row-greedy algorithm results in the containment
ordered list represented in Figure 5(c). Since this list
contains all of the destinations in set SE (as well as
some additional destinations not in SE), we now enter -
step 5 of the algorithm.

Step 5 of the algorithm considers any destinations
that still remain in NE. (Note that some nodes orig-
inally in NE may have already been included in the
containment ordered lists found in the two previous
steps of the algorithm.) Since the remaining NE des-
tinations are north and east of the source, they too re-
quire paths in the positive subnetwork. The column-
greedy algorithm is used (the row-greedy algorithm
could also be used here) to construct containment or-
dered lists that are added t0 Spositive. In the example
in Figure 5, the destination nodes (5,4) and (6, 5) still
remain after the previous steps. Thus, the column-
greedy algorithm finds the containment ordered list
shown in Figure 5(d). Since this list contains all re-
maining destination nodes in NE, we now enter step 6
of the algorithm.

Step 6 of the algorithm considers the remaining des-
tinations in SW. Since these nodes are contained in
$, any containment ordered list of such nodes can be
routed in the positive subnetwork while the reversal
of any such list can be routed in the negative subnet-
work. Such lists are therefore added to Seither. In
the example in Figure 5, the only remaining destina-
tions in SW at this point are nodes (3, 1), (3,2), and
(4,2) and the resulting negative-first list found by the
column-greedy algorithm is shown in Figure 5(e).

In the remaining steps of the algorithm, the contain-
ment ordered lists in Seither and Spositive are assem-
bled into negative-first routing lists. In our example,
there exist three containment-ordered lists in Spositive
and one list in Seither. In step 7 of the algorithm, the
single list in S,;4p,n (Figure 5(e)) is reversed and con-
catenated with an arbitrary list in Spositive (such as
the list in Figure 5(b)), resulting in the negative-first
routing list indicated by an “A” in Figure 6. At this
Point Sp,sitive is empty. When one of the two sets be-
comes empty, step 7 ends and at at most one of step 8
or step 9 applies, depending on which set still contains
lists. In our example, S,o5:1ive is not empty, so step 9
applies. We now add the remaining containment or-
dered lists in Sp44;,0 (those in Figure 5(c) and (d))
directly to S, resulting in the negative-first lists indi-
cated by “B” and “C”, respectively, in Figure 6.

Theorem 1 The Pure Negative-First BRCP Routing
Algorithm partitions the destination set into the min-
imum number of negative-first routing lists.

The proof of this theorem is omitted in the interest of
space. The detailed proof can be found in [14].
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Figure 5: (a) An 8 x 8 mesh with a source and multi-
Ple destinations. (b) The containment ordered list con-

_Structed by the column-greedy algorithm. (c) The con-

tainment ordered list constructed by the row-greedy
algorithm. (d) The next containment ordered list con-
Structed by the column-greedy algorithm. (e) The last
containment ordered list constructed by the column-
greedy algorithm.

[ ) source

[ | destination

Figure 6: Negative-first routing lists found by the pufe
negative-first multicast BRCP algorithm.

3.3 Minimal Negative-First BRCP
Multicast Routing

We now describe a minimal negative-first BRCP mul-
ticast routing algorithm. Given a source node s =
(sz,8y) and a set D of destinations, consider the par-
tition of D into sets NW, NE, SW, and SE defined
in Figure 4. For every destination in n € NW, the
only valid minimal path from s to n under negative-
first routing is the path that routes west (negative
subnetwork) to the column containing the destination
and then north (positive subnetwork) to the destina-
tion. Thus, the minimal negative-first routing algo-
rithm constructs one negative-first routing list for each
column containing at least one destination in NW and
the destinations in each such routing list are sorted by
increasing y-coordinate. Similarly, for every destina-
tion n € SE, the only valid minimal path from s to
n under negative-first routing is the path that routes
south (negative subnetwork) to the row containing the
destination and then east (positive subnetwork) to the
destination. Thus, the minimal negative-first routing
algorithm constructs one negative-first routing list for
each row containing at least one destination in SE and
the destinations in each such routing list are sorted by
increasing z-coordinate.

For every destination in n € SW, the set of mini-
mal paths from s to n is exactly the set of paths that
use only the negative subnetwork. Similarly, for every
destination in n € NE, the set of minimal paths from
s to n is exactly the set of paths that use only the pos-
itive subnetwork. The proof technique used to prove
Theorem 1 implies that either the column-greedy or
the row-greedy algorithms can be used to construct
the minimum number of negative-first routing lists for
destinations in SW and NE. The algorithm is sum-
marized in Figure 7 and an example of the paths found
by the algorithm is shown in Figure 8.

Theorem 2 The Minimal Negative-first BRCP Rout-
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Algorithm: Minimal Negative-First BRCP Multicast

Input: Source node s = (sz,sy) and destinations set D in an
m X n mesh.

Output: Set S of negative-first routing lists.

Procedure:

1. Initialize S = 0.

2. Partition D into four sets NW, NE, SW, and SE defined
as follows: :

NW = {n = (z,y))z < Sz,y > Sy}

NE={n=(z,9)lz > 5:,y > sy}
SW={n=(z,9)|z < s,y < sy}
SE={n=(z,y)|lz > s:,y < sy}

3. For each column z containing a destination in NW, sort the
destinations in NW in column z by increasing y coordinate.
Add this negative-first routing list to S and remove these
destinations from NW.

4. For each row y containing a destination in SE, sort the des-
tinations in SE in row y by increasing z coordinate. Add
this negative-first routing list to S and remove these desti-
nations from SE.

5. While destinations remain in SW use the column-greedy al-
gorithm to construct a negative-first routing list. Specifi-
cally, use the column-greedy algorithm with p1 = (0,0) and
P2 = (sz,sy). The resulting list L is containment-ordered
and thus reversal(L) is a negative-first routing list with re-
spect to s. Add reversal(L) to S and remove these destina-
tions from SW.

6. While destinations remain in NE use the column-greedy al-
gorithm to construct a negative-first routing list. Specifi-
cally, use the column-greedy algorithm with P1 = (5z,8y)
and p2 = (m —~1,n —1). Add the resulting list L to S and
remove these destinations from NE.

7. Return set S.

Figure 7: The Minimal Negative-First BRCP Multi-

cast Algorithm.

o source

B destination

Figure 8: Negative-first routing lists found by the min-
imal negative-first multicast BRCP algorithm.

ing Algorithm partitions the destination set into the
minimum number of negative-first routing lists such
that each destination in a list is reached on a minimal
path.

The proof of this theorem can be found in [14].

4 Experimental Results

In this section we describe simulation results compar-
ing the negative-first BRCP multicast algorithms to
several existing multicast algorithms. The simulations
were conducted using the Mesh Architecture Routing
Simulator (MARS) developed at Harvey Mudd Col-
lege. MARS is an event-driven simulation package
written in C++ and has an X-windows-based graphi-
cal user interface that allows visualization of network
traffic and other network characteristics.

Except where indicated otherwise, the following sys-
tem parameters were used in these experiments. The
mesh size was 16 x 16 and each node had 4 injection
channels and 4 consumption channels. The communi-
cation startup latency was 5 microseconds, link prop-
agation time was 5 nanoseconds, and router latency
was 20 nanoseconds. Messages were assumed to com-
prise a number of data flits selected uniformly from 10
to 100. Messages were injected into the network ac-
cording to a negative binomial distribution. Each data
point indicates the mean of at least 100 runs with ad-
ditional runs used if necessary to ensure that the 95%
confidence interval widths were within 5% of the mean.

The first set of experiments measure communication
latency as a function of the average arrival rate for the
two negative-first BRCP algorithms, the Hamiltonian
path-based algorithm, and the column path algorithm.
Figure 9(a), (b), and (c) shows these results for mes-
sages with 10, 20, and 30 destinations, respectively. In
each case, the Hamiltonian path-based algorithm en-
joys the lowest communication latencies at very low
loads since it requires no more than two startups per
message. However, at moderate and higher loads the
large number of routing resources held by each mes-
sage in the Hamiltonian path-based algorithm result
in very high latencies. The column path algorithm in-
curs the highest communication latency at low loads
due to the large number of startups required by this
algorithm. At all but the very lowest loads, the two
negative-first routing algorithms enjoy the best perfor-
mance. Communication latency for the pure negative-
first algorithm is initially lower due to the relatively
small number of startups required while the perfor-
mance of the minimal negative-first algorithm is supe-
rior at higher loads where the network and blocking la-
tencies began to dominate the communication latency
for the pure algorithm.

Figure 10 demonstrates the behavior of these algo-
rithms for even larger numbers of destinations. Here
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Figure 9: Latency versus arrival rates (in psecs ) for

(a) 10, (b) 20, and (c) 30 destinations per message in

a 16 x 16 mesh.
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Figure 10: Latency versus number of destinations in a
16 x 16 mesh.

the average arrival rate is fixed (0.006) and the num-
ber of destinations ranges from 0 to 255. The two
negative-first BRCP schemes again outperform both
the Hamiltonian path-based algorithm and the column
path algorithm. Observe that for large destination
sets, the minimal negative-first algorithm again incurs
lower communication latency than the pure negative-
first algorithm in spite of the larger number of star-
tups.

In the next set of experiments, we consider the
multiple multicast traffic pattern in which multiple
sources send multicast messages simultaneously. Mul-
tiple multicast operations arise in cache-invalidation
in distributed shared memory systems, concurrent bar-
rier operations, among other applications [8]. Kesavan
and Panda have recently proposed several algorithms
for multiple multicast [8]. Among these algorithms,
the source centered hierarchical leader (SCHL) algo-
rithm was shown to be the most effective. SCHL is a
hierarchical BRCP algorithm whose underlying rout-
ing algorithm is e-cube. Since SCHL is hierarchical,
the source node incurs only a small number of star-
tups. However, since the source node for one message
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Figure 11: Latency versus number of destinations for
multiple multicast in a 16 x 16 mesh.

may be required to participate in retransmitting other
messages, the actual number of startups in such hier-
archical schemes can in fact be higher than in pure and
minimal BRCP schemes. For example, the maximum
and mean number of startups required by each of the
algorithms for all-to-all broadcast in a n x n mesh are
shown in Table 1. The pure negative-first algorithm,
for example, requires less than half as many startups
as the SCHL algorithm in this case.

Experimental results for multiple multicast with 128
sources and 256 sources and varying numbers of des-
tinations from 0 to 255 are shown in Figure 11. Each
source receives a random set of destinations. In these
experiments, the system parameters were modified to
be consistent with those used in [8). Specifically, each
channel had only one injection channel, the messages
were 50 flits long, and crossbar and injection laten-
cies of 5 nanoseconds each were included. Note that

communication latencies under SCHL begin decreas-

ing at a certain point since additional destinations can
be used to participate in absorbing and retransmit-

ting the message, thereby reducing the total startup
latency [8]-

5 Conclusions and Future Re-
search

In this paper we have considered two classes of adap-
tive multicast routing algorithms: pure BRCP and
minimal BRCP algorithms. We constructed both
pure and minimal BRCP algorithms with respect to
negative-first routing and demonstrated their effective-
ness experimentally. The pure BRCP algorithm was
shown to incur lower communication latencies at low
loads due to the relatively small number of startups in-
curred, while the minimal BRCP algorithm performed



gt e Tt e

I

Pure Neg-First | Min Neg-First | Hamiltonian | Col-Path SCHL
Max n 3n—2 2 2n 2n+7
Mean | Zn—-3- L n—2+ 2— % 2n—-2 [2n+4-24+ 5

Table 1: Maximum and mean number of startups for all-to-all broadcast.

better at higher loads where network and blocking la-
tencies dominated communication latency.

Pure and minimal multicast routing algorithms
based on fully adaptive unicast routing algorithms re-
quire virtual channels but are likely to result in even
better performance. We are currently investigating
such algorithms. Note also that it is possible to use a
pure and a minimal algorithm simultaneously in the
same network, if they are constructed with respect
to the same deadlock-free unicast routing algorithm.
Thus, a more sophisticated algorithm might allow each
node to choose either the pure algorithm or the mini-
mal algorithm, or even somthing in between, depend-
ing on factors such as the number of destinations and
approximate network load. Finally, we are also con-
sidering fault-tolerant versions of pure and minimal
adaptive routing algorithms.
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