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Abstract

The term “genocide” emerged out of an effort to describe mass atrocities com-
mitted in the first half of the 20t" century. Despite a convention of the United
Nations outlawing genocide as a matter of international law, the problem per-
sists. Some organizations (including the United Nations) are developing indicator
frameworks and “early-warning” systems that leverage data science to produce
risk assessments of countries where conflict is present. These tools raise questions
about responsible data use, specifically regarding the data sources and social bi-
ases built into algorithms through their training data. This essay seeks to engage
mathematicians in discussing these concerns.

Keywords: data science, ethics, genocide, social justice, international affairs,
political conflict.

1. The Holodomor

In the early 1930s, the Soviet Union embarked on the collectivization of
agriculture, forcing individual farmers onto state collective farms. Those
who resisted, and those simply accused of being a “rich farmer” (called a
kulak), were either executed or sent to the Gulag. Resistance to collective
farming and the state siphoning of grain “surpluses” (which often included
the grain needed for subsistence) led to famine and general economic disaster
in the Soviet agricultural sector in 1932-33 |18, 24].

The famine was particularly acute in Ukraine, where NKVD officers (the
forerunner of the KGB) set up roadblocks to prevent Ukrainians from leaving
Ukraine while
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organized teams of policemen and [Communist| party activists,
motivated by hunger, fear and a decade of hateful and conspir-
atorial rhetoric, entered peasant households and took everything
edible: potatoes, beets, squash, beans, peas, anything in the oven
and anything in the cupboard, farm animals and pets. [2, page
zzvi|.

By 1933, the famine in Ukraine had become so severe that cannibalism be-
came widespread, including parents eating their own children [2, pages 256-
261]. Overall estimates of the death toll range from 13% to 25% of the
Ukrainian population |22, 28|. Ukrainians call this the Holodomor, which is
Ukrainian for “death by hunger.”

Having studied survivor testimonies and archival evidence, Applebaum [2]
concluded

[n]either crop failure nor bad weather caused the famine in Ukraine.
Although the chaos of collectivization helped create the condi-
tions that led to famine, the high numbers of deaths in Ukraine
between 1932 and 1934, and especially the spike in the spring of
1933, were not caused directly by collectivization either. Starva-
tion was the result, rather, of the forcible removal of food from
people’s homes; the roadblocks that prevented peasants from
seeking work or food; the harsh rules of the blacklists imposed
on farms and villages; the restrictions on barter and trade; and
the vicious propaganda campaign designed to persuade Ukraini-
ans to watch, unmoved, as their neighbors died of hunger. |[2,
page 347].

Applebaum’s findings are consistent with those of a Congressional Committee
[33], whose findings laid the blame for the famine at the policies and actions
of the Soviet government. Applebaum is among those who consider the
Holodomor to be a genocide. The most notable scholar to refer to the famine
in Ukraine as genocide is Lemkin [20], who established the term itself.

What if the Holodomor occurred in an environment with today’s technology,
today’s data science, and today’s international legal infrastructure? Suppose
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that cell phones and computing technology existed and were as widespread
in the 1930s as in 2023, that data science techniques and algorithms along
with computing languages were present, and that the United Nations and all
relevant treaties existed. The question is — would this have made a difference?

Maybe, and maybe not. But what would this have looked like?

Perhaps émigré groups would have escaped and notified authorities in the
United Nations. Social media posts might have alerted authorities that
something was happening in Ukraine, tracked by identifying relevant hash-
tags. Algorithms might be used to estimate the probability that what was
occurring was a genocide and based on such algorithms the international
community may have intervened.

Where would the data for these algorithms come from? They could be
scraped from social media posts. They could also come from hacking Soviet
government cell phones and computers, and possibly individual cell phones.
NKVD officers could have been geolocated from hacked cell phone data. The
Soviet government would object, arguing that they were targeted or profiled
by the “imperialist” countries because they were a communist country. There
would have been a debate in the international community about the role of
human rights and state sovereignty, and whether émigré groups from Ukraine
could be trusted.

This scenario paints a picture of how data science could be used to prevent
genocide, but also raises concerns. Concerns include respecting privacy and
data autonomy, the influence of social biases on the international stage, and
the role of local communities and national sovereignty in the world order.

These concerns can be framed in terms of ethical practices. This essay raises
these concerns as potential applications of ethical guidelines to the use of
data science in genocide prevention. While of interest to professional data
scientists, I hope this essay will be read by a general mathematical audience
as an example of how ethical concerns should shape their actions if they move
into data science work motivated by social justice.
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2. Genocide in the Post-War World

2.1. The United Nations and the Genocide Convention

The term “genocide” was coined by Lemkin [19] in 1944 to describe what
would come to be known as the Holocaust. In 1948, the United Nations
General Assembly adopted the United Nations Convention on the Prevention
and Punishment of the Crime of Genocide [35] (the “UN Genocide Conven-
tion”). The UN Genocide Convention went into force in 1951, and since its
adoption, has been ratified by 152 countries.

Examples of genocides that have occurred since the UN Genocide Convention
went into effect include mass killings in Cambodia between 1975 and 1979,
El Salvador in 1981, and Rwanda in 1994. Historical events that predate the
convention and are often considered genocide include the treatment of Native
Americans by the United States in the 19" century, the treatment of Arme-
nians in Turkey in 1916, and the Holodomor described above. Recent events
that may be considered genocide include the treatment of the Rohingya in
Myanmar (since 2016) and the Uighurs by China (since 2018).

The UN Genocide Convention defines “genocide” as:

any of the following acts committed with intent to destroy, in
whole or in part, a national, ethnical, racial, or religious group,
as such:

(i) Killing members of the group;
(ii) Causing serious bodily or mental harm to members of the
group;
(iii) Deliberately inflicting on the group conditions of life calcu-

lated to bring about its physical destruction in whole or in
part;

(iv) Imposing measures intended to prevent births within the
group;

(v) Forcibly transferring children of the group to another group.

[35, Article 2, emphasis added]
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The term “intent” is critical. In criminal law, there not only has to be a
criminal act, but a criminal intent to commit the crime.

The convention has rarely been enforced and has not yet functioned as a
prevention tool. The only case in which a violation of the convention has
been found was against Serbia and Montenegro at the International Court
of Justice in 2007 [8]. There are currently two cases before the International
Court of Justice based on the convention, one against Myanmar on behalf of
the Rohingya, and another against Russia on behalf of Ukraine.

2.2. Framework for Atrocity Crimes

As part of an effort to combat genocide, and in response to ethnic cleansing
in the former Yugoslavia and the genocide against the Tutsis in Rwanda,
the United Nations established the Office on Genocide Prevention and the
Responsibility to Protect. This office developed a framework for analysis of
atrocity crimes [34] (the “UN Framework”). Atrocity crimes is a collective
term for genocide, war crimes, and crimes against humanity. The framework
lists indicators intended to help identify atrocity crimes. Regarding genocide,
the framework uses the term “protected groups” to refer to national, ethni-
cal, racial, or religious groups (as specified in Article 2 of the UN Genocide
Convention).

The UN Framework is divided into fourteen “risk factors” whose presence is
determined by a set of indicators specific to each. The first eight risk factors
are common to all three atrocity crimes. This is followed by two for genocide,
two for crimes against humanity, and two for war crimes.

The risk factors are listed in Table 1. Some sample indicators, which we will
return to below, are in Table 2.

2.3. A Sample Data Science Model

By and large, the UN indicators (and those in other models) are binary. For
these indicators to be useful, it would be helpful to have a way to process
their values.

How would a data science model work and what role would these indicators
play in prevention? A model could function like a car’s “check-engine” light.
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Common Risk Factors

Risk Factor 1: Situations of armed conflict or other forms of instability

Risk Factor 2: Record of serious violations of international human rights and
humanitarian law.

Risk Factor 3: Weakness of State structures

Risk Factor 4: Motives or incentives

Risk Factor 5: Capacity to commit atrocity crimes
Risk Factor 6: Absence of mitigating factors

Risk Factor 7: Enabling circumstances or preparatory action

Risk Factor 8: Triggering factors

Genocide Risk Factors

Risk Factor 9: Intergroup tensions or patterns of discrimination against pro-
tected groups

Risk Factor 10: Signs of intent to destroy, in whole or in part, a protected
group

Crimes Against Humanity Risk Factors

Risk Factor 11: Signs of a widespread or systematic attack against any civilian
population

Risk Factor 12: Signs of a plan or policy to attack any civilian population
War Crimes Risk Factors

Risk Factor 13: Serious threats to those protected under international
humanitarian law

Risk Factor 14: Serious threats to humanitarian or peacekeeping operations

Table 1: Risk factors in the United Nations Framework for Atrocity Crimes

With sufficient conditions based on the indicators, a “check engine” light
might come on as a warning. Those of us with experience owning cars know
that we do not automatically do something to the car when the light comes
on — we bring it to a professional to be examined. Someone reads the code,
a mechanic might look at the engine and other appropriate parts of the car,
recommend a course of action, and then it is up to the car owner to decide.
At no point is human judgment abandoned. So it should be with an early-
warning data science model for genocide.

For a first pass, logistic regression seems suited to the task of processing
genocide indicators and flashing a warning light when appropriate. Logistic
regression assumes a Bernoulli response variable and is used to estimate the
probability of a “success” in a Bernoulli trial. In our case, the response
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Risk Factor 1: Situations of armed conflict or other forms of instability
Indicator 1.7: Economic instability caused by scarcity of resources or disputes
over their use or exploitation.

Indicator 1.9: Economic instability caused by acute poverty, mass unemployment,
or deep horizontal inequalities.

Indicator 1.11: Social instability caused by exclusion or tensions based on identity
issues, their perception, or extremist forms.

Risk Factor 2: Record of serious violations of international human rights
and humanitarian law.

Indicator 2.2: Past acts of genocide, crimes against humanity, war crimes, or their
incitement.

Indicator 2.8: Widespread mistrust in State institutions or among different groups
as a result of impunity.

Risk Factor 4: Motives or incentives

Indicator 4.1: Political motives, particularly those aimed at the attainment or
consolidation of power.

Indicator 4.7: Ideologies based on the supremacy of a certain identity or on
extremist versions of identity.

Indicator 4.8: Politicization of past grievances, tensions, or impunity.

Risk Factor 9: Intergroup tensions or patterns of discrimination against
protected groups

Indicator 9.2: Denial of the existence of protected groups or of recognition of
elements of their identity.

Risk Factor 10: Signs of intent to destroy, in whole or in part, a protected
group

Indicator 10.7: Expressions of public euphoria at having control over a

protected group and its existence.

Table 2: Sample indicators for risk factors 1, 2, 4, 9, and 10.

variable would be the presence of a genocide (1 if so, 0 if not), and the
regression would estimate the probability, conditioned on the values of the
indicators, that an event is a genocide.

One drawback of logistic regression is that with rare events, such as geno-
cide, they tend to carry a bias toward false negatives. That is, they are
less likely to predict a genocide when one is in progress or likely to occur.
There are modifications to logistic regression to account for this bias, such as
“rare-events logistic regression” [15] and the use of “elastic-net regularization”
with logistic regression [37]. These modified logistic regression techniques are
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common in the literature on predicting and analyzing political violence and
conflict. For example, Collier and Hoeffler [11]| used rare-events logistic re-
gression to predict the onset of civil wars. An example directly related to
genocide prevention is “The Early Warning Project” [31], a system that uses
logistic regression with elastic-net regularization. The model uses thirty fea-
tures, several of which align with the indicators of the UN Framework.

Another issue with logistic regression is the underlying assumption of linear-
ity. Muchlinski and colleagues [25] recommend a technique called random
forests — using randomly selected subsets of the training data to produce a
series of decision trees, then aggregating the results from each tree. Decision
trees and random forests are non-parametric, meaning they do not require
a functional form. The authors found that in addition to avoiding an as-
sumption of a functional form, random forests performed better (in terms of
reducing false negatives) than various forms of modified logistic regression.
Muchlinski and colleagues tested random forest techniques in the prediction
of civil war onsets, and their work has been applied to predicting other types
of civil strife (see, e.g., [12, 29, 26]).

For a more thorough peek into what can operate behind a “check-engine” light
for political conflict, see [16]. The authors describe a pipeline intended to be
used for any type of political conflict, including civil strife and genocide. They
tested their pipeline using the “targeted mass killing” dataset |7] for genocide
and politicide. The forecasting algorithm that they found applicable for this
purpose was to combine the results of random forests, logistic regression, and
a more general regression model in which the prediction variable is Bernoulli
but the functional form can be any smooth function.

In the following, we will use the basic logistic regression algorithm as a stand-
in for any appropriate technique. While it is important to use the strongest
forecasting method possible, the discussion below does not depend on the
choice of methodology. Logistic regression is a sufficiently simple “check-
engine” light technology for our purposes.

As with a “check-engine” light, it is critical that the use of such a model is
advisory only. We are not interested in having a model that acts like a credit
score with automated decisions. Rather, the model should inform decisions
about resource allocation and where to investigate, monitor, or look closer.
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Put differently, we do not want the process to be data-driven — where the
data dictates or “drives” the decisions — but rather data-informed.

3. Responsibilities and Ethical Issues

When building a model, it is important to think about unintended conse-
quences. Even with the best of intentions, the implementation of a model
could still cause harm. In addition, the model could be used for purposes
that go beyond the original intention.

For the purposes of this essay, I raise two concerns: (1) the potential for
violations of privacy and data autonomy, and (2) the risk of perpetuating
social biases through algorithms. Thinking about the “check engine” light
analogy, one might be concerned that the data feeding into the system may
monitor your driving, and that the light may react differently in different car
models but under similar conditions.

The concerns we raise align with results from a non-scientific study of the
beliefs of the mathematics community about the ethical responsibilities of
mathematicians. While the Association for Computing Machinery (ACM)
and the American Statistical Association (ASA) each have their own codes
of professional responsibility (see [3], and [5] respectively), mathematicians
generally have very limited professional responsibility standards (see, e.g.,
[4,23]). Since they are finding themselves interested in and doing data science
work, it is important that mathematicians recognize or adopt more robust
professional responsibility guidelines than they currently have in place.

To that end, Buell, Piercey, and Tractenberg [6] conducted a survey in which
they modified items from the ACM and ASA codes and asked participants
to determine whether the modified item constituted an ethical obligation of
a mathematician. Table 3 contains a sampling of the items which garnered
over 85% endorsement and are relevant to the concerns below. I refer to the
items in Table 3, along with others with endorsement rates above 50%, as
the “proto-guidelines.” In the discussion below, these items will be referred
to by their item number.

Addressing ethical matters will ultimately require human judgment, high
standards for action, and the careful balancing of harms and benefits.
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)

Item Number | Item: “The ethical mathematics practitioner ...” | Percent “Yes”

7 “is candid about any known or suspected ... 97.9%
biases when working with data, methods,
or models.”

11 “conforms to ... any restrictions on [the data’s] 97.6%

use established by the data provider (to the
extent legally required)”

23 “... promotes the equal dignity and fair 93.5%
treatment of all people ...”
32 “respects others and promotes justice, and 85.3%

inclusiveness in all work. Fosters fair
participation of all people. Avoids and mitigates
bias and prejudice. Does nothing to limit

fair access.”

33 “Minimizes the possibility of indirectly or 85.3%
unintentionally harming others ...”

Table 3: Sample proto-guidelines with endorsement at or above 85%

Below I offer suggestions relating to the processes and algorithms that can be
used to reduce harm. As one might expect, social scientists in conflict fore-
casting take their ethical responsibilities seriously. For example, the authors
of [16] note that the pipeline they introduce will maximize true positives,
which they think of as an ethical duty. However, expecting algorithms alone
to address ethics problems is, as Maurice Chiodo said at a 2018 conference
on ethics in mathematics, “like trying to put a fire out by pouring fire on it”
[10]. In other words, there is a limit to what we can do with algorithms no
matter how good our intentions are.

3.1. Privacy and Data Autonomy

Our first concern is for the privacy and ownership of the data collected for a
genocide early-warning algorithm. Some data are clearly observable — such
as anything published in a newspaper. Other data may not be and may be
private.

This concern is most acute when considering data used to document intent.
As noted above, the definition of genocide in the UN Convention requires an
“intent to destroy, in whole or in part,” some protected group. UN indicators
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such as 4.1 and 10.7, which hinge on intent and attitudes, may not be easy
to observe since they require evidence of private thoughts and intentions.

A possible starting point might be surveying victims and survivors. Gate-
wood and Price [13], in describing how social network analysis can be used
to analyze community resources for women in conflict zones, suggested col-
lecting data for analysis through surveys. In conditions of ongoing conflict or
genocide, it may be difficult to obtain survey responses. Depending on who
is surveyed, responses may not be able to be taken at face-value. Methodolo-
gies to handle surveying populations that are difficult to reach and handling
incomplete data include respondent-driven sampling, in which initial mem-
bers surveyed hand “tickets” to others in the population to connect them
with researchers [14], and multiple system estimation, in which researchers
triangulate multiple populations and data sources with attention to observa-
tions that are common to more than one source [21]. These techniques are
more useful in estimating the impact of a conflict such as genocide after the
event concludes, rather than identifying ongoing genocide (see, e.g., [30]).

A potential data source for preventative action may be social media posts.
The use of hashtags may help in identifying relevant data, although the lan-
guage and the hashtags may be modified over time to avoid detection. Indeed,
this occurs with child sexual exploitation, where deep learning algorithms
are used to update search algorithms [17]. But beyond the practicalities of
tracking social media posts, who owns those data? Who should own those
data? Are they public? Is there an expectation of privacy? From a legal
perspective, this might depend on the terms of service. But from an ethical
perspective, the question is more complicated (see, e.g., [1]).

Documenting or discovering intent may require information from situations
in which there is an unambiguous expectation of privacy, such as meetings or
private conversations. These data might be collected, for example, through
means such as phone hacking, satellite surveillance, and the use of intelligence
assets. While it is not my purpose here to evaluate ethically the use of
intelligence tradecraft in data and evidence gathering, those of us designing
or using algorithms need to be mindful of the source of the data and whether
or not the circumstances warranted such action.
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In terms of the proto-guidelines above in Table 3, the item most directly
applicable is item 11, which requires conformity with data-providers express-
ing restrictions on the use of their data. This item is limited to the extent
“legally required.” On the other hand, items such as 23 and 32, which de-
scribe a broader concern for dignity and respect for people, could extend to
respecting privacy beyond the limits imposed by law.

One way to reduce the potential for privacy violations is through identifying
ethically observable correlates with intent, where by “ethically-observable”
we mean observable without violating privacy or data autonomy. There
are several genocide datasets available for training. The most recent such
dataset is called the “Targeted Mass Killing” dataset (the “TMK dataset”),
introduced in [7]. The TMK dataset contains 207 unique events. Among
the features, there is a binary feature for the presence of evidence of stated
intent, a binary feature for the presence of evidence of organizational intent
(logistical operations or troop movements, for example), and the number of
deaths. Based on these three features, a severity measure called a “TMK
ordinal” is assigned to each event. This is a value between 1 and 8. An event
with an ordinal at or above 4 (which requires at least 1000 annual deaths
and evidence of either stated or organizational intent) is deemed a genocide
(or a politicide, as politically identified groups are not protected under the
UN Genocide Convention).

The TMK dataset can be used to explore what ethically-observable features
correlate with the presence of genocide. One way to explore these data is
through clustering. Using binary features, the metric induced by the ¢; norm
tells us how many features are different for two observations, and as such is a
sensible way to measure how far apart the observations are. Using this metric
with the events in the TMK database yields the cluster diagram in Figure
1. Here, each endpoint is an event, and we can see about five “clusters” of
events — events that are close to one another. I am currently analyzing these
clusters to determine how to characterize them.

Correlates can also be found by running logistic regression (possibly modified
as described above), where the outcome is whether or not the TMK ordinal
is 4 or larger (i.e., whether an event constitutes a genocide according to
the standard in [7]). Then one can use backward selection — a process by
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Figure 1: A cluster diagram using hierarchical clustering with the ¢1 norm on the TMK
dataset. Diagram generated by the author in R.

which all features are initially used in the regression, and then the regression
is rerun repeatedly, after removing the least significant feature, one at a
time. A model can be selected by identifying the lowest of a measure called
“Akaike Information Criterion” (or AIC). To illustrate what this looks like
using only basic logistic regression, the R output for the selected model is
displayed in Figure 2. In this case, the correlates are the nature of the
actor perpetrating the action (government actor or non-government-actor
that is connected to the government), whether there was foreign military
intervention, and whether there was a triggering event.

Methodologies such as random forests can also be used to identify correlates,
whether on their own or in combination with other algorithms. Note that
[25] and [16] point out that their methodologies work not only for prediction
and forecasting but also to find correlates.

This does not solve the problem completely. How was intent determined in
[7]? For example, were logistic movements detected by satellite surveillance?
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Call:
glm(formula = is.genocide ~ ., family = binomial (link = "logit"),
data = tmk sup log 3)

Deviance Residuals:
Min 10 Median 30 Max
-1.7774 -1.1363 -0.7114 1.2190 1.7309

Coefficients:

Estimate Std. Error z wvalue Pr(>|z])
(Intercept) -0.3235 0.3169 -1.021 0.30734
is.non.gov.actor.connected.to.gov 0.8193 0.4206 1.948 0.05142 .
is.govermment.actor 1.1475 0.3589 3.198 0.00139 *=*
mil.int 0.8530 0.3671 2.323 0.02016 *
trig -0.9214 0.3417 -2.696 0.00701 **

Signif. codes: 0 Y***’ (0,001 ‘**’ 0.01 *** 0.05 ‘.7 0.1 * " 1
(Dispersion parameter for binomial family taken to be 1)

Wull deviance: 286.92 on 206 degrees of freedom
Residual deviance: 269.16 on 202 degrees of freedom

AIC: 279.1le

Number of Fisher Scoring iterations: 4

Figure 2: The R output from running logistic regression on the TMK dataset using the
best model chosen by backward selection. The resulting regression equation can be used
to estimate that a probability that a TMK event is a genocide (or politicide) given the
presence of any, all, or none of the indicators in the model. Generated by the author in R.

If so, are we comfortable using those data to identify correlates? Is it clear
that the features identified in the logistic model are ethically observable?

Despite these questions about past data collection practices, this process,
if successful and within acceptable parameters for inference, could reduce
future harm by reducing the need for private data. This depends on whether
the benefits of using the model outweigh the risk of using data collected by
harmful means, a judgment that cannot be built into an algorithm.

3.2. Social Biases

Another concern is whether a genocide prediction algorithm encodes social
biases about countries and regions. For example, of the countries in the TMK
database, 81% are part of the global South. As another example, countries
on a current Ongoing Mass Killing Watch List [31] are displayed in Figure 3.
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Figure 3: World map (Mercator) showing countries in the Ongoing Mass Killing Watch
List. Map generated by author using mapchart. net .

Figure 3 shows that every country on the list is in Africa or Asia. This may
reflect biases or training data that incorporate social biases about countries
in these regions — that they are “not capable” of self-government.

One might think broadening the scope beyond individual countries could
help. Verdeja [36, page 19] suggests that genocide prevention may actually
be more effective if focused on regions rather than individual countries. Ex-
amining this map, we note that outside of a few isolated countries, the regions
indicated are Central Africa, East Africa, and the Indian Subcontinent, each
of which may be subject to the social biases we are concerned with.

The potential for bias can be seen in the indicators and features in a given
model. For example, in the UN Framework, indicators 1.7 and 1.9 reference
economic instability related to national and individual poverty, reflecting a
potential bias that poorer countries may be less suitable for self-government.
UN Framework indicator 2.2 references past atrocity crimes, making it more
likely that countries with problematic pasts will be monitored regardless
of whether such actions are likely to continue. While monitoring may be
warranted in the short-term, at some point it should cease. For example, the
international community no longer monitors Germany for potential atrocity
crimes.

Among the proto-guidelines discussed above in Table 3, item 7 specifically
indicates an obligation to be candid about biases. This means, at a mini-
mum, disclosing biases. However, item 32 asserts an obligation to avoid and
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mitigate bias and prejudice. Although item 32 garnered less support than
item 7 (85.3% versus 97.9%), it is still worth considering.

So, what can be done to mitigate bias? We could omit indicators that encode
social biases. But is that enough? And what if those indicators are actually
important and meaningful?

Another approach might be to introduce a “penalty term” that reduces the
predicted probability that an event is a genocide if the event is occurring in
a country that may be subjected to social bias.

To see what this could look like in the simplified example with basic logistic
regression, the regression equation starts as:

In this equation, yu; is the estimated probability that event 7 is a genocide,
Z; is the vector of the values of the features for event 7, and 5 is the vector
of coefficients estimated from training data. Note that the first coordinate
of Z; will be 1, making the first coordinate of E the intercept.

The crudest way to build a penalty into the model starts with making a list
of countries that could be subjected to social bias and creating a variable
y; that is 1 if the country where the event is occurring is on the list and 0
otherwise. Then we let A be a positive parameter reflecting the severity of
the penalty selected. The new equation is:

ln< a ):fpg—)\yi
L — p

The value of A can be chosen by performing a “tuning” process such as “k-
fold cross validation” on training data. Solving for u; shows that so long as
A >0, if y; = 1 (i.e., the country is in the social bias list) then the predicted
probability will be lower than it would be without the penalty.

This raises several questions. Does the imposition of a penalty effectively
defeat the purpose of the process, making it nearly impossible to detect
potential genocide? Are there structural reasons for correlations between the
presence of potential genocide and the global South (see, e.g., [27, pages zxiz-
zzzviii])? Can these be attended to without invoking a deficit perspective?
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I do not suggest that I have answers to these questions, but rather that
mathematicians working in this space consider them in their work.

4. Where We Go From Here

All this is not to say that we should not use data science techniques to help
inform genocide prevention. We should. This endeavor can help save many
lives. Rather, this work requires care to do so responsibly. This means
we mitigate harms in the data collection process by respecting privacy and
data autonomy and that we are mindful of the potential to perpetuate social
biases. There are likely a multitude of other ethical considerations, and we
should all participate in those conversations.

It is also important to remain attentive to potential issues when working
with partner communities. Working with partners from the community is an
important part of social justice scholarship [9]. When it comes to genocide
prevention and the application of data science models, this should be part of
a collaboration with those with the lived experience relevant to understand
and interpret what the data say and mean.

Such community partners may be émigré and refugee organizations. This
could involve political opponents of the current regime. As such, it requires
some caution. Those subjected to repression now could subject others to
conflict and further repression in the future. For example, in Rwanda, the
local response to the 1994 genocide ignited over a decade of conflict in Central
Africa (see, e.g., [27]). This is not limited to Africa or the global South. The
French Revolution led to the Reign of Terror, and the Russian Revolution
replaced Tsarism with Bolshevism. While working with local communities is
important and arguably necessary, we do not want to perpetuate a cycle of
violence.

Finally, we need to be mindful that international action could mean violating
a nation’s sovereignty. While the details and alignments in the world order
have shifted over time, the fundamental basis is that of national sovereignty,
first established in the Treaty of Westphalia ending the Thirty Years War
in 1648. This principle is implicit in the fact that the main sources for
international law are treaties. In particular, the UN Genocide Convention is
a treaty, and relies upon signatory states to enact their own legislation for
enforcement |35, Article 6.
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As mathematicians and data scientists, it is critical that we approach this
work with humility. Genocide prevention is a difficult problem. In the end,
this requires human decision and human action. Decisions can be difficult.
Indeed, as Totten [32] mentions, even if there were a perfect and comprehen-
sive early warning system, prevention would require overcoming the challenge
of finding the political will to act. Any data science work in this space needs
to be supportive and used to inform the process, not to drive it. In short,
we should be mindful of a line in the movie Thirteen Days about the Cuban
Missile Crisis, in which President Kennedy says, “[t|here’s something immoral
about abandoning your own judgment.”

5. Why Me?

I would like to conclude by sharing why I am interested in this work.

One reason for my interest is that I was once a lawyer and am now a math-
ematician. As a lawyer, I studied international law and learned to look
beyond formalisms to underlying scenarios. While my dissertation for my
mathematics PhD was in algebraic geometry, my interest since has moved
toward actuarial and data science, mostly motivated by my teaching. In
addition, I have always been a student of history. Putting these interests
together feels only natural.

But there are personal reasons for my interest as well. [ am a Jewish-
American, an inheritor of the losses that occurred in the Holocaust. It is
difficult to watch antisemitism and other targeted hatred grow more com-
mon (or maybe just more visible) in my home country of the United States
and feel powerless.

Beyond my heritage, I am also the last survivor of my immediate family.
My father died of cancer in 1999 as did my mother in 2003, while my only
brother Eric died in 2000 in an alcohol-related incident. At the time, Eric
was in medical school, and I am convinced would have done great for the
world had he lived. For me, if I can do work that is helpful, and especially
if I can help prevent even one unnecessary death, then I can live up to the
burden left for me by the loss of my family.
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