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1. Introduction

Motivated by the solvability of boundary value problems such as
\[-u''(t) = g(t, u(t)) \text{ for } t \in (0, \pi), \quad u(0) = 0, \quad u(\pi) = 0, \tag{1.1}\]
extensive understanding of the solutions of equations of the type
\[-\Delta u(x) = g(x, u(x)) \text{ for } x \in \Omega, \quad u(x) = 0 \text{ for } x \in \partial \Omega, \tag{1.2}\]
has been achieved when \(\Omega \subseteq \mathbb{R}^N\) is either a ball centered at the origin, an annulus (the region between two concentric balls in \(\mathbb{R}^N\)) centered at the origin, or \(\mathbb{R}^N\), and \(g\) is radial in its first variable, i.e., \(g(x, u) = g(y, u)\) if \(\|x\| = \|y\|\). In (1.2), \(\Delta\) denotes the Laplace operator \(\partial^2_{x_1} + \cdots + \partial^2_{x_N}\). Here we present a summary of results and techniques involved in the analysis of such equations.

For a general bounded region \(W\) there is a sequence \(0 < \lambda_1 < \lambda_2 \leq \cdots \rightarrow +\infty\) and corresponding functions \(\varphi_1, \varphi_2, \ldots\) such that
\[-\Delta \varphi_i(x) = \lambda_i \varphi_i(x) \text{ for } x \in W, \quad \varphi(x) = 0 \text{ for } x \in \partial W, \tag{1.3}\]
The set \(\sigma(-\Delta) = \{\lambda_i : i = 1, 2, \ldots\}\) is known as the spectrum of \(-\Delta\) subject to the boundary condition in (1.2). The eigenvalue \(\lambda_1\) is simple, all others have
finite multiplicity. When $W$ is a ball or an annulus, $\sigma(-\Delta)$ contains a subsequence $0 < \rho_1 = \lambda_1 < \rho_2 < \cdots \to +\infty$ with all the $\rho_i$’s having a radial eigenfunction. The eigenvalues $\rho_i$ are simple in the space of radial functions. The general theme is that the solvability of \((1.2)\) is determined, to a large extent, by the relation between the range of $g(x,u)/u$ and the spectrum $\sigma(-\Delta)$. Similarly, when $\Omega$ is a ball or an annulus and $g$ is radial in $x$, the existence of radial solutions to \((1.2)\) is largely determined by the relation between $g(x,u)/u$ and the set $\sigma_{\text{rad}}(-\Delta) = \{\rho_i : i = 1, 2, \ldots\}$.

This motivates classifying the nonlinearity $g$ according to the following behaviors:

**Definition 1.1** (Classification of nonlinearities). We say that

- $g$ is asymptotically linear if $\lim_{|u| \to +\infty} g(x,u)/u \in \mathbb{R}$.
- $g$ is resonant if $\lim_{|u| \to +\infty} g(x,u)/u \in \sigma(-\Delta)$.
- $g$ is a jumping nonlinearity if $\lim_{|u| \to +\infty} g(x,u)/u, \lim_{|u| \to -\infty} g(x,u)/u \in \mathbb{R}$ with $\lim_{|u| \to +\infty} g(x,u)/u \neq \lim_{|u| \to -\infty} g(x,u)/u$.
- $g$ is superlinear if $\lim_{|u| \to +\infty} g(x,u)/u = +\infty$.
- $g$ is superlinear with subcritical growth if $\lim_{|u| \to +\infty} \frac{g(x,u)}{|u|^{p-1}u} \in \mathbb{R}$ with $1 < p < \frac{N+2}{N-2}$.
- $g$ is superlinear with critical growth if $\lim_{|u| \to +\infty} \frac{g(x,u)}{|u|^{p-1}u} \in \mathbb{R}$ with $p = \frac{N+2}{N-2}$.
- $g$ is superlinear with supercritical growth if $\lim_{|u| \to +\infty} \frac{g(x,u)}{|u|^{p-1}u} \in \mathbb{R}$ with $p > \frac{N+2}{N-2}$.
- $g$ is sub-supercritical if $\lim_{|u| \to +\infty} \frac{g(x,u)}{u^p} \in \mathbb{R}$ and $\lim_{|u| \to -\infty} \frac{g(x,u)}{|u|^{p-1}u} \in \mathbb{R}$, with $1 < p < \frac{N+2}{N-2} < q < \infty$.

All limits are assumed to be uniform with respect to $x$.

Writing the Laplace operator in spherical coordinates one sees that the regular (classical) radial solutions of the partial differential equation \((1.2)\) are solutions to the ordinary differential equation

$$- u''(r) - \frac{N-1}{r}u'(r) = g(r,u(r)), \quad r \in I, \quad Bu = 0, \quad (1.4)$$

where $I = (0, b)$ when $\Omega$ is the ball of radius $b$ centered at the origin and $Bu = u'(0) = u(b)$, $I = (a, b)$ with $0 < a < b$ when $\Omega$ is an annulus and $Bu = u(a) = u(b)$, and $I = (0, +\infty)$ when $\Omega = \mathbb{R}^N$ and $Bu = u'(0) = u(\infty)$. When $\Omega$ is an annulus the differential equation in \((1.4)\) is a regular ordinary differential equation, when $\Omega$ is a ball it is a singular ordinary differential equation with a singularity at 0 and when $\Omega = \mathbb{R}^N$, by transforming $(0, \infty)$ into a bounded interval we can view the differential equation in \((1.4)\) as a singular ordinary differential equation with singularities at both ends of the interval. In order to simplify the presentation we will assume that $g(r,u) = g(u)$ with $g$ differentiable. See [12] for recent results on the case $g(r,u) = g(u)W(r)$ and $W$ is sign-changing.

Under additional hypothesis on $g$, see [30], the positive solutions to \((1.4)\) are the only positive solutions to \((1.2)\). For sign-changing solutions this is not valid. For example, when $\Omega$ is a ball or annulus and $g$ is superlinear and odd-like, \((1.2)\) may have infinitely many non-radial solutions [11]. See also [3] [11].

Under adequate conditions on $N$ and $g$, the second order differential equation in \((1.4)\) has solutions in the sense of distributions that blow up at the origin.
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(\text{lim}_{r \to 0^+} u(r) = +\infty). The reader is referred to [4] for a study on such solutions. Finally we remark that the results here presented extend to more general boundary conditions such as \( \partial u / \partial \eta = 0, \alpha u + \beta \partial u / \partial \eta = 0, \) and other nonlinear boundary conditions.

2. The shooting method and phase plane analysis

Much of the understanding of solutions to (1.4) is based on the analysis of the initial value problem
\[- u''(r) - \frac{N-1}{r} u'(r) = g(u) \quad r \in I, \quad u(0) = d, \quad u'(0) = 0, \quad (2.1)\]
when \( \Omega \) is a ball or \( \mathbb{R}^N \) and
\[- u''(r) - \frac{N-1}{r} u'(r) = g(u) \quad r \in I, \quad u(a) = 0, \quad u'(a) = d, \quad (2.2)\]
when \( \Omega \) is an annulus. Arguments based on the Contraction Mapping Principle (see Appendix A) show that if \( g \) is locally Lipschitz and \( g' \) satisfies adequate growth conditions then (2.1) and (2.2) have unique solutions that are defined on \([a,b]\) and depend continuously on the initial value \( d \). This is not the case if \( g(r,u) = W(r)g(u) \) and \( W \) is sign-changing. For such cases, the solutions to (2.1) may blow-up where \( W \) is negative (see [12]).

For any constant \( d \), a solution of (2.1) that satisfies \( u(b) = 0 \) is a solution of (1.4) when \( \Omega \) is the ball of radius \( b \) centered at the origin. Similarly, a solution of (2.2) that satisfies \( u(b) = 0 \) is a solution of (1.4) when \( \Omega \) is the annulus of inner radius \( a \) and outer radius \( b \). This observation motivates the shooting method based on studying the behavior of solutions to (2.1) in the \((u,u')\) plane as \( d \) varies. To indicate the dependence on \( d \) we let \( u(t;d) \) denote a solution of (2.1), but when the role of \( d \) is not essential we will continue to use \( u \) or \( u(r) \) to denote the solution.

We outline the key steps and refer to [17, 19] for more details.

Suppose that \( g \) is superlinear (see Definition 1.1) and let \( u \) be the solution of (2.1). Applying the integrating factor \( r^{N-1} \) to (2.1) yields
\[-r^{N-1} u'(r) = \int_0^r s^{N-1} g(u(s)) \, ds. \]
Let \( k \in (0,1) \). For a given \( d > 0 \) let \( r_0 > 0 \) be the first value such that \( u(r_0; d) = kd \) and \( u(r; d) > kd \) for \( r \in (0, r_0) \). If in addition \( g \) has subcritical, critical, or supercritical growth, for \( 0 < r \leq r_0 \) it follows that
\[- u'(r) = O(rd^\alpha). \quad (2.3)\]
Integrating from 0 to \( r_0 \) one sees that \( r_0 = O(d^{\frac{1}{2a}}) \). Combining this estimate with the energy
\[ E(r) = \frac{(u'(r))^2}{2} + G(u(r)), \quad (2.4) \]
where \( G(u) = \int_0^u g(s) \, ds \), and Pohozaev energy
\[ P(r) = r^{N-1} \left( rE(r) + \frac{N-2}{2} u(r) u'(r) \right) \]
\[ = \int_0^r s^{N-1} \left( NG(u(s)) - \frac{N-2}{2} u(s) g(u(s)) \right) ds, \quad (2.5) \]
we can gain insight into the behavior of the solutions to (2.1). For example, using
\[ r^N E(r) \geq Kr_0^N E(r_0) \geq Kr_0^N (G(kd)) \geq M d^N \left( \frac{1}{d^p} \right) d^{p+1}. \]
In the subcritical growth case, \( 1 < p < \frac{N+2}{N-2} \) and so the exponent on \( d \) will be
positive in which case \( E(r) \to \infty \) as \( d \to \infty \). From these estimates if we consider
phase plane dynamics for \( (u(r; d), u'(r; d)) \) and define
\[ \rho^2(r; d) = (u(r; d))^2 + (u'(r; d))^2 \]
then \( \rho^2(r; d) \to \infty \) as \( d \to \infty \), uniformly for \( r \in [0, R] \). Therefore, there exists a
unique continuous argument function \( \theta(r; d) \) such that
\[
\begin{align*}
  u(r; d) &= \rho(r; d) \cos \theta(r; d) \\
  u'(r; d) &= -\rho(r; d) \sin \theta(r; d)
\end{align*}
\]
with \( \theta(0; d) = 0 \) (see Appendix B). A direct calculation shows
\[
\theta'(r; d) = \sin^2 \theta(r; d) + \frac{\cos \theta(r; d)}{\rho(r; d)} \left( \frac{N-1}{r} u' + g(u) \right).
\]
Using this one can show that for any fixed \( R > 0 \) the argument \( \theta(R; d) \to \infty \)
as \( d \to \infty \). Since \( \theta \) is continuous one can use the intermediate value theorem
to construct an infinite sequence of values \( d_1 < \cdots < d_k < \cdots \to \infty \) such that \( \theta(R; d_k) = k\pi + \frac{\pi}{2} \) (hence \( u(R; d_k) = 0 \)), which will be a radial solution of (1.4)
on the ball of radius \( R \), establishing infinitely many solutions for the ball \([17]\). A
similar analysis can be used to establish infinitely many radial solutions on the ball
for sub-super critical nonlinearities, see \([15]\).

The Pohozaev energy (2.5) utilized above is obtained by multiplying (2.1) by
\( \mu(r) = \phi(r)u + \psi(r)u' \) for some to be determined coefficients \( \phi, \psi \) and integrating
by parts:
\[
\begin{align*}
  -\phi uu' - \frac{\psi}{2} (u')^2 &+ \int_\alpha^\beta \left( \phi' - \frac{N-1}{r} \phi \right) uu' \\
  + \left( \phi + \frac{\psi'}{2} - \frac{N-1}{r} \psi \right) (u')^2 &+ \int_\alpha^\beta \mu(r) g(u) \, dr \\
  &= \int_\alpha^\beta \mu(r) g(u) \, dr.
\end{align*}
\]
Choosing \( \phi = r^{N-1} \) will eliminate the \( uu' \) integral. Similarly, for this choice of \( \phi \)
the function \( \psi = \frac{2}{N-2} r^N \) will eliminate the \( (u')^2 \) integral, reducing (2.8) to
\[
- r^{N-1} uu' - \frac{r^N}{N-2} (u')^2 = \int_\alpha^\beta r^{N-1} u' g(u) + \frac{2}{N-2} r^N u' g(u) \, dr. \tag{2.9}
\]
Integrating the \( u' g(u) = (G(u))' \) term and multiplying by \(-\frac{N+2}{2}\) this simplifies to
\[
r^{N-1} \left( rE(u) + \frac{N-2}{2} uu' \right) = \int_\alpha^\beta \left( NG(u) - \frac{N-2}{2} u g(u) \right) r^{N-1} \, dr. \tag{2.10}
\]
In particular, with \( \alpha = 0 \) and \( \beta = r_0 \) we have
\[
P(r_0) = \int_0^{r_0} \left( NG(u) - \frac{N-2}{2} u g(u) \right) r^{N-1} \, dr. \tag{2.11}
\]
For example, if $f(u) = |u|^{p-1}u$ then the integrand is negative for $p > \frac{N+2}{N-2}$ hence the integral is negative, but we showed earlier that $P(r_0) > 0$, a contradiction, so it follows from the Pohozaev energy that there are no radial solutions of (2.1) when $p > \frac{N+2}{N-2}$.

3. Bifurcation Analysis

Suppose now that $ug(u) > 0$ for $|u| \neq 0$, and $g'(0) > 0$. For $\lambda > 0$ consider the equation

$$-u''(r) - \frac{N-1}{r}u'(r) = \lambda g(u) \ r \in [0,1], \quad u'(0) = 0, \ u(1) = 0. \quad (3.1)$$

For $g(u) = u$ and $u(0) \neq 0$, the solutions to (3.1) are the radial eigenfunctions and corresponding eigenvalues to (1.3) when $\Omega$ is the unit ball centered at the origin. We will denote such eigenvalues by $\rho_1 < \rho_2 < \cdots < \rho_k < \cdots \rightarrow +\infty$. It turns out that such eigenvalues are simple in the space of radial functions. That is, for such eigenvalues, all the radial eigenfunctions are linearly independent. Also, $\rho_1 = \lambda_1$.

Since $g(0) = 0$, $u_0 \equiv 0$ is a solution to (3.1) for any $\lambda > 0$ (the trivial branch). We are interested in nontrivial branches of solutions that bifurcate from the trivial branch at some value of $\lambda$. If $\lambda g'(0) \notin \sigma(-\Delta)$, arguments based on the implicit function theorem show that there exists $\epsilon > 0$ such that $u_0$ is the only solution to (3.1) for $|\lambda - \hat{\lambda}| < \epsilon$ and $|u| < \epsilon$. This begs the question: What if $\lambda g'(0) \in \sigma(-\Delta)$?

The answer is given by the Crandall-Rabinowitz Theorem [23, Theorem 1.7] which captures the nature of the bifurcation that occurs. Let

$$Y = \{ y : [0,1] \rightarrow \mathbb{R} : y \text{ is continuous and } \int_0^1 y(r)\varphi_k(r) r^{N-1}dr = 0 \}.$$ 

The Crandall-Rabinowitz theorem says that since the eigenvalue $\rho_k = \lambda g'(0)$ is simple there exists $\epsilon > 0$ and continuous functions $v : (-\epsilon, \epsilon) \rightarrow Y$ and $L : (-\epsilon, \epsilon) \rightarrow \mathbb{R}$ such that $v(0) = L(0) = v'(0) = L'(0) = 0$ and all nontrivial solutions to (3.1) in a neighborhood of $(\hat{\lambda},0) = (\frac{\rho_k}{g'(0)},0)$ are of the form

$$\lambda(t) = \frac{\rho_k}{g'(0)} + L(t) \quad \text{and} \quad u(t) = t\varphi_k + v(t). \quad (3.2)$$

General global bifurcation results (e.g., [24]) imply that (3.1) has two connected sets of solutions $S_{k,1}$ and $S_{k,2}$ where $S_{k,1}$ contains $\{(\lambda(t),u(t)) : t \in (0,\epsilon)\}$ and $S_{k,2}$ contains $\{(\lambda(t),u(t)) : t \in (-\epsilon,0)\}$. Moreover, such branches of solutions are either unbounded or contain two points of the form $(\rho_k,0)$ in their closure. In our case, since $g(0) = 0$, by the uniqueness of solutions to initial value problems, if $(\lambda,u)$ is a solution to (3.1) and $u(0) = 0$ then $u'(x) \neq 0$. This implies that if $S$ is a connected set of solutions to (3.1) the number of zeros for nontrivial solutions along the branch is constant and $u(0)$ does not change sign. Thus we may assume that $u(0) > 0$ for $(\lambda,u) \in S_{k,1}$ and $u(0) < 0$ for $(\lambda,u) \in S_{k,2}$. In particular, it follows that $S_{k,j} \cap S_{n,m} = \emptyset$ if $(k,j) \neq (n,m)$. Hence no branch can have two points of the form $(\rho_k,0)$ in its closure and so all continua $S_{k,j}$ are unbounded. With more precise information about the nonlinearity $g$ one can refine the behavior of these unbounded continua to establish existence and multiplicity results. For example, Figures 1 and 2 illustrate the solution branches for the superlinear subcritical case and the asymptotically linear case, which we discuss in the next section.
4. ASYMPTOTICALLY LINEAR NONLINEARITIES

For the sake of simplicity in the notations we write:

\[ g'(\pm\infty) = \lim_{u \to \pm\infty} \frac{g(u)}{u}, \quad g'(-\infty) = \lim_{u \to -\infty} \frac{g(u)}{u}, \quad g'(\infty) = \lim_{|u| \to \infty} \frac{g(x,u)}{u}, \quad (4.1) \]

when they exist.

Let us illustrate how to combine the above bifurcation arguments to prove the following theorem.

**Theorem 4.1.** If \( 0 < g'(0) \in (\rho_j, \rho_{j+1}) \), \( 0 < g'(\infty) \in (\rho_k, \rho_{k+1}) \), \( ug(u) > 0 \) for \( u \neq 0 \), then (1.4) has \( 2|k-j| + 1 \) solutions.

**Proof.** Without loss of generality we may assume that \( j \leq k \). If \( j = k \), taking \( u = 0 \) we have the conclusion of the theorem. Thus we assume \( j < k \). As stated in Section 3, for each \( i = 1, 2, \ldots \), there exist two unbounded connected sets of solutions \( S_{1,1} \) and \( S_{1,2} \) bifurcating from \((\rho_i, g'(0))\), \( 0 \). Taking a sequence \((\rho_n, u_n) \in S_{1,\tau}, \tau \in \{1, 2\}\), with \( \lim_{n \to \infty} ||u_n|| = \infty \) one sees that \( \{\rho_n\} \) converges to \( \rho_i/g'(\infty) \).

Since \( \rho_i/g'(0) > 1 > \rho_k/g'(\infty) \) for \( i = j+1, \ldots, k \), the bifurcation curve \( S_{1,1} \) contains elements of the form \((\lambda, u)\) with \( \lambda \) close to \( \lambda_i/g'(0) > 1 \) and \( u \) close to 0. Since \( S_{1,1} \) is unbounded it contains elements of the form \((\lambda, u)\) with \( \lambda \) close to \( \rho_i/g'(\infty) < 1 \). By the connectedness of \( S_{1,1} \) there must exist \((\lambda, u_{i,1}) \in S_{1,1} \) with \( \lambda = 1 \), in which case \( u_{i,1} \) is a solution to (1.4). Similarly, one has a solution \( u_{i,2} \)
Figure 2. Bifurcation curves for asymptotically linear $g$, $g'(0) < \lambda_1 < \rho_k < g'(\infty)$.

to (1.4) in $S_{i,2}$. Hence $0, u_{k+1,1}, u_{k+1,2}, \ldots, u_{j,1}, u_{j,2}$ are $2(j - k) + 1$ solutions to (1.2), which proves the theorem. □

Figure 2 provides a graphical description of the foregoing proof.

In the absence of the hypothesis $ug'(u) > 0$ for $u \neq 0$ additional solutions may arise. For example, the following result is established in [10]:

**Theorem 4.2.** If $g'(0) = g'(\infty) \in (\rho_j, +\infty)$, and $g(z) = 0$ for some $z > 0$ then (1.4) has $4j - 1$ solutions.

Figure 3 suggests the proof of Theorem 4.2.

5. **Jumping nonlinearities**

In [5], for any bounded region in $\mathbb{R}^N$, the solvability of the boundary value problem

$$-\Delta u(x) = g(u(x)) + v(x) + c\varphi_1(x) \quad \text{for} \quad x \in \Omega, \quad u(x) = 0 \quad \text{for} \quad x \in \partial\Omega, \quad (5.1)$$

was considered assuming that $g$ is a jumping nonlinearity with $g$ convex and

$$g'(-\infty) < \lambda_1 < g'(+\infty) < \lambda_2, \quad (5.2)$$

where $\lambda_1 < \lambda_2$ are the smallest eigenvalues of the Laplacian in $\Omega$ subject to the boundary condition in (5.2), $\varphi_1$ a positive eigenfunction corresponding to the eigenvalue $\lambda_1$, $v \in L^2(\Omega)$ with $\int_\Omega v(x)\varphi_1(x)dx = 0$, and $c \in \mathbb{R}$. The following was proven...
For each \( v \in L^2(\Omega) \) there exists a real number \( D(v) \) such that:

(a) if \( c > D(v) \) then (5.1) has no solution,
(b) if \( c = D(v) \) then (5.1) has exactly one solution; and
(c) if \( c < D(v) \) then (5.1) has exactly two solutions.

Such a precise result attracted a great deal of interest motivating questions such as:

What if the interval \( (g'(\infty), g'(-\infty)) \) contains eigenvalues other than \( \lambda_1 \)? Among other applications, equation (5.1) arises in the design of suspension bridges, see [35].

A reasonable conjecture is that if \( (g'(\infty), g'(\infty)) \) contains \( k \) eigenvalues then for \( c \) sufficiently large and negative the problem (5.1) has \( 2k \) solutions. Moreover, if \( g'(\infty) \in \mathbb{R} \) and \( g'(\infty) = +\infty \) then for large negative values of \( c \) the equation has a large number of solutions. These conjectures are known as the Lazer-McKenna conjecture and the literature is rich in contributions to this ample field. See [35, 36].

When we restrict ourselves to the case where \( \Omega \) is the unit ball in \( \mathbb{R}^N \) and the solutions are radial, using bifurcation arguments one can show the following [15]:

**Theorem 5.1.** Suppose

\[
g'(\infty) < \rho_1([j/2] + 1)^2 < \rho_k < g'(\infty) < \rho_{k+1}.
\]

Then for \( t \) negative and of sufficiently large magnitude the problem (1.2) has at least \( 2(k - j) \) radial solutions, of which \( k - j \) satisfy \( u(0) > 0 \).

---

**Figure 3.** Bifurcation curves for \( g \) asymptotically linear having a zero at \( \beta > 0 \).
6. Sub-super critical problems

Motivated by the results in [17], the existence of radial solutions to (1.2) on the unit ball for problems with
\[
\lim_{u \to +\infty} \frac{g(x,u)}{u^p} \in \mathbb{R}, \quad \lim_{u \to -\infty} \frac{g(x,u)}{-|u|^q} \in \mathbb{R} \quad \text{with} \quad 1 < p < \frac{N+2}{N-2} < q < \infty \quad (6.1)
\]
wass considered in [19] and the following result was established.

**Theorem 6.1.** If (6.1) is satisfied, then equation (1.4) has infinitely many solutions.

The proof of Theorem 6.1 relies on proving that the energy \( E \) satisfies
\[
\lim_{d \to +\infty} E(r,d) = +\infty, \quad (6.2)
\]
uniformly for \( r \in [0,1] \). This is achieved by proving that the Pohozaev energy \( P \) satisfies \( \lim_{d \to +\infty} P(r,d) = +\infty \) uniformly on compact subsets of \((0,1]\). The main idea behind this proof is that for \( d > 0 \) large, if \( x_i < x_{i+1} < x_{i+2} \) are three consecutive zeros of \( u \) with \( u > 0 \) on \((x_i, x_{i+1})\) and \( u < 0 \) on \((x_{i+1}, x_{i+2})\) then
\[
\int_{x_i}^{x_{i+1}} s^{N-1} \Gamma(u(s)) ds > - \int_{x_{i+1}}^{x_{i+2}} s^{N-1} \Gamma(u(s)) ds, \quad (6.3)
\]
where
\[
\Gamma(u) = NG(u) - \frac{N-2}{2} u g(u). \quad (6.4)
\]
Note that \( 1 < p < \frac{N+2}{N-2} < q < \infty \) implies that \( \Gamma(u) > 0 \) for \( u > 0 \) large and \( \Gamma(u) < 0 \) for \( u < 0 \) large.

7. Shooting from singularity to singularity and Laplace-Beltrami problems

In this section we consider an elliptic equation on a differentiable manifold that leads to a singular ordinary differential equation like (1.4) on a bounded interval where the coefficients of \( u'(r) \) are singular at both ends of the interval.

Let \( M \subset \mathbb{R}^N \), \( N \geq 3 \), be a compact connected hypersurface of revolution of class \( C^2 \) without boundary that intersects its axis of revolution. Without loss of generality we may assume that \( \{(0, \ldots, 0, z); z \in \mathbb{R}\} \) is the axis of revolution and that \( P_\pm = (0, \ldots, 0, \pm 1) \in M \). Let \( d : M \times M \to [0, \infty) \) denote the geodesic distance in \( M \) and \( a = \max \{d(P_-, x); x \in M\} = d(P_-, P_+), \) see [20]. Hence there exist differentiable functions \( G, z : [0, a] \to [0, \infty) \) such that:
\[
\begin{align*}
G(t) &= 0 \quad \text{if and only if} \quad t \in \{0, a\}, \\
M &= \{ (\theta, z(r)); \theta = G(r), r \in [0, a]\}, \\
G'(0) &= -G'(a) = 1, \quad z(0) = -1, \quad \text{and} \quad z(a) = 1.
\end{align*}
\]

Since \( M \) is compact (see [31]) there exists \( \epsilon_2 > 0 \) such that
\[
U := \{ x \in \mathbb{R}^N : \min \{|x - y|; y \in M\} < \epsilon_2 \} = \{ x + s\eta(x) : x \in M, s \in (-\epsilon_2, \epsilon_2)\}, \quad (7.2)
\]
where \( \eta : M \to \mathbb{R}^N \) is a differentiable function such that \( \eta(x) \) is normal to \( M \) at \( x \) and \( |
\eta(x)| = 1 \) for all \( x \in M \) (see [31]). Moreover, \( x_1 + s_1 \eta(x_1) = x_2 + s_2 \eta(x_2) \) if and only if \( x_1 = x_2 \) and \( s_1 = s_2 \). For \( u \in C^2(M, \mathbb{R}) \), let \( \tilde{u} : U \to \mathbb{R} \) be defined
by \( \tilde{u}(x + s \eta(x)) = u(x) \), for \( x \in M \). The Laplace-Beltrami operator of \( M \) at \( u \), denoted \( \Delta_M u \), is defined as the restriction to \( M \) of the \( \mathbb{R}^N \)-Laplacian of \( \tilde{u} \).

A function \( u : M \to \mathbb{R} \) is invariant under rotations of \( M \) about its axis of symmetry if and only if \( u(x_1, \ldots, x_{N-1}, x_N) = u(y_1, \ldots, y_{N-1}, x_N) \) for \( x_1^2 + \cdots + x_{N-1}^2 = y_1^2 + \cdots + y_{N-1}^2 \). In the Appendix of [20] it is shown that a rotationally symmetric function \( u : M \to \mathbb{R} \) is a solution of

\[
\Delta_M u + f(u) = q(r) \quad \text{on } M
\]  

if and only if

\[
v(r) = u(0, G(r), z(r)) = u(x_1, \ldots, x_{N-2}, x_{N-1}, z(r))
\]

with \( x_1^2 + \cdots + x_{N-2}^2 = G^2(r) \) satisfies

\[
v''(r) + \left( \frac{(N-2)G'(r)}{G(r)} \right) v'(r) + f(v(r)) = q(r),
\]  

subject to

\[
v(0) \in \mathbb{R}, \quad v(a) \in \mathbb{R}, \quad v'(0) = v'(a) = 0.
\]  

Using this equivalence, in [20] the following result is proven.

**Theorem 7.1.** If \( f \) is differentiable and there exist \( p_1, p_2 \in (1, (N+1)/(N-3)) \) such that

\[
\lim_{u \to -\infty} \frac{f(u)}{|u|^{p_1-1}u} \in (0, \infty) \quad \text{and} \quad \lim_{u \to +\infty} \frac{f(u)}{|u|^{p_2-1}u} \in (0, \infty),
\]  

then equation (7.3) has infinitely many rotationally symmetric solutions.

The version of this result for the unit sphere in \( \mathbb{R}^N \) and solutions symmetric about the equator was proven in [14]. The additional symmetry reduces the problem to an equation in \([0, a/2]\) which is treated shooting from the singular point 0 to \( a/2 \), which is a regular point. Equation (7.5) is singular at both 0 and \( a \), so one is shooting from singularity to singularity.

The proof of Theorem 7.1 is carried out shooting from the singular point 0 to the singular point \( a \) by considering (7.5) subject to the initial conditions

\[
v(0) = d, \quad v'(0) = 0
\]  

and aiming for \( d \) such that

\[
\lim_{r \to a} v(r) \in \mathbb{R} \quad \text{and} \quad \lim_{r \to a} v'(r) = 0.
\]  

In summary, the proof of Theorem 7.1 follows from the following steps, see [20].

1. For any \( d \in \mathbb{R} \) the solution \( v := v_d \) to (7.3) is defined in \([0, a]\).
2. \( \lim_{|d| \to \infty} (v^2(r) + (v'(r))^2) = +\infty \) uniformly for \( r \in [0, d] \).
3. For each \( d \) the solution to (7.5)-7.8 has finitely many zeros.
4. The number of zeros of \( v \) tends to +\( \infty \) as \(|d|\) tends to +\( \infty \).
5. If \( v \) is a bounded solution to (7.5)-7.8 then \( v \) satisfies (7.9), that is, \( u \) defined by (7.4) is a solution to (7.3).
6. There exists \( D > 0 \) such that \( \{d : |d| \geq D \text{ and } \lim_{r \to a} v_d(r) = \pm \infty \} \) is open.
8. Quasilinear Equations

Many of the above results extend to equations of the form
\[- \div \left( \psi( |\nabla u|) \nabla u \right)(x) = g(x, u(x)) \quad \text{for } x \in \Omega, \quad u(x) = 0 \quad \text{for } x \in \partial \Omega. \quad (8.1)\]

Prominent among such equations are \(p\)-Laplace equations and \(k\)-Hessian equations. The \(p\)-Laplace operator, denoted \(\Delta_p\), is given by \(\psi(y) = y^{p-2}\), i.e., \(\Delta_p u(x) = \div( |\nabla u|^{p-2} \nabla u)\). Note that \(\Delta_2 = \Delta\). When \(u\) is radial this becomes
\[\Delta_p u(x) = (|u_r|^{p-2} u_r)_r(r). \quad (8.2)\]

To describe \(k\)-Hessian equation, recall that the Hessian of a function \(u\) at \(x\) is given by the matrix
\[D^2(u)(x) = \left( \frac{\partial^2 u}{\partial x_i \partial x_j}(x) \right). \quad (8.3)\]

The \(k\)-Hessian of \(u\) at \(x\), denoted \(S_k u(x)\), is given by the \(k\)th symmetric function of the eigenvalues of \(D^2 u(x)\). Since the eigenvalues of \(D^2 u(x)\) define the sectional curvatures of the graph of \(u\) at \(x\) and the graph of \(u\) is invariant under rotations when \(u\) is a radial function, we have
\[S_k u(x) = S_k u(\|x\|, 0, \ldots, 0). \quad (8.4)\]

Hence, for a radial function \(u\),
\[S_1 u(x) = u_{rr}(r) + \frac{N-1}{r} u_r(r) = \Delta u(x)\]
\[S_k u(x) = \binom{N-1}{k-1} \left( \frac{u_r(r)}{r} \right)^{k-1} u_{rr}(r) + \binom{N-1}{k} \left( \frac{u_r(r)}{r} \right)^k \quad k = 2, \ldots, N-1\]
\[S_N u(x) = \left( \frac{u_r(r)}{r} \right)^{N-1} u_{rr}(r), \quad (8.5)\]
where \(\|x\| = r\). The operator \(S_N\) is known as the Monge-Ampere operator. As pointed out in [33], for radial functions the \(p\)-Laplacian operator and the \(k\)-Hessian operators are particular cases of operators of the form
\[Q(u)(r) = r^{-\gamma}(r^\alpha |u_r(r)|^\beta u_r(r))_r. \quad (8.6)\]

For a recent result on the existence of radial solutions for equations such as (8.1) we refer the reader to [13] where the following extension of Theorem 6.1 is proven.

**Theorem 8.1.** If
\[g(s) := \begin{cases} |s|^{q_1}, & s \geq 0 \\ -|s|^{q_2}, & s < 0 \end{cases}, \quad (8.7)\]
with
\[p - 1 < q_1 < p^* - 1 < q_2 < +\infty, \quad (8.8)\]
where \(p^* := \frac{Np}{N-p}\) is the critical Sobolev exponent, then (8.1) has infinitely many radial solutions.
9. Appendix A: The contraction mapping principle

A fundamental tool in proving the existence of solutions to differential equations with continuous dependence on parameters such as initial conditions, boundary conditions, or forcing terms, is the following theorem known as the Contraction Mapping Principle. The Inverse Function Theorem and Implicit Function Theorem are important consequences of the Contraction Mapping Principle.

**Theorem 9.1** (Contraction Mapping Principle). Let \((X,d)\) be a complete metric space and \((Y,δ)\) a metric space. If \(f : X × Y \to X\) is continuous and there exists a real number \(a ∈ [0,1)\) such that

\[
d(f(x_1,y), f(x_2,y)) ≤ a d(x_1,x_2) \quad \text{for all} \quad x_1,x_2 \in X, y \in Y,
\]

then there exists a continuous function \(ϕ : Y \to X\) such that \(f(ϕ(y),y) = ϕ(y)\).

**Proof.** Let \(x \in X\) and \(y \in Y\). Consider the sequence in \(X\) defined by \(x_1 = f(x,y), x_2 = f(x_1,y), \ldots, x_{k+1} = f(x_k,y)\). We show that \(\{x_n\}\) is a Cauchy sequence. Let \(k\) be a positive integer. By (9.1), we have

\[
d(x_{k+1},x_k) = d(f(x_k,y), f(x_{k-1},y)) ≤ a d(x_{k-1},x_{k-2}) ≤ \ldots ≤ a^k d(x_1,\bar{x}).
\]

Hence, for \(m > n\),

\[
d(x_m,x_n) ≤ d(x_m, x_{m-1}) + \cdots + d(x_{n+1}, x_n) ≤ a^n d(x_1,\bar{x}) (a^{m-n} + \cdots + 1)
\]

\[≤ \frac{a^n}{1-a} d(x_1,\bar{x}),\]

which implies that \(\{x_n\}\) is a Cauchy sequence. Since \((X,d)\) is complete, there exists \(ϕ(y) \in X\) such that \(\lim_{n \to \infty} x_n = ϕ(y)\). By the continuity of \(f\) we have

\[
f(ϕ(y),y) = \lim_{n \to \infty} f(x_n,y) = \lim_{n \to \infty} x_{n+1} = ϕ(y),
\]

hence \(ϕ(y)\) is a fixed point of \(f(⋅,y)\).

Suppose now that \(f(z,y) = z\) and \(f(w,y) = w\). From (9.1), we have that

\[
d(z,w) ≥ d(f(z,y), f(w,y)) ≥ a d(z,w).
\]

Hence \((1-a) d(z,w) ≤ 0\) which proves that \(z = w\). Thus \(ϕ(y)\) is unique and so the function \(ϕ : Y \to X\) is well-defined.

To show that \(ϕ : Y \to X\) is continuous, suppose \(\lim_{n \to \infty} y_n = \hat{y}\). Then

\[
d(ϕ(y_n), ϕ(y)) = d(f(ϕ(y_n), y_n), f(ϕ(y), y)) ≤ d(f(ϕ(y_n), y_n), f(ϕ(y), y_n)) + d(f(ϕ(y), y_n), f(ϕ(y), y))
\]

\[≤ a d(ϕ(y_n), ϕ(y)) + d(f(ϕ(y), y_n), f(ϕ(y), y)).
\]

Hence \(d(ϕ(y_n), ϕ(y)) ≤ d(f(ϕ(y), y_n), f(ϕ(y), y))/(1-a)\). Since \(f\) is continuous, the right hand side in the last inequality converges to 0. Hence \(\lim_{n \to +∞} ϕ(y_n) = ϕ(y)\) proving the continuity of \(ϕ\) and completing the proof.

10. Appendix B: Existence of the argument function

Let \(x : [0,T] \to \mathbb{R}\) and \(y : [0,T] \to \mathbb{R}\) be continuous functions such that

\[
ρ(t) = \sqrt{(x(t))^2 + (y(t))^2} > 0 \quad \text{for all} \quad t \in [0,T].
\]
Lemma 10.1. There exists a continuous function \( \theta : [0, T] \to \mathbb{R} \) such that
\[
x(t) = \rho(t) \cos(\theta(t)) \quad \text{and} \quad y(t) = \rho(t) \sin(\theta(t))
\]
for all \( t \in [0, T] \).

Proof. Without loss of generality we assume \( x(0) > 0 \). Let \( \epsilon > 0 \) such that \( x(t) > 0 \) for all \( t \in [0, \epsilon] \). For \( t \in [\epsilon, T] \), let \( \theta_0(t) = \tan^{-1}(y(t)/x(t)) \). Then \( \cos \theta_0(t) = x(t)/\rho(t) \) and \( \sin \theta_0(t) = y(t)/\rho(t) \) and so \( \theta_0 \) satisfies (10.1) on \( [0, \epsilon] \). Let \( S = \{ t \in [\epsilon, T] : \text{there exists continuous } \theta : [0, t] \to \mathbb{R} \text{ such that } \theta \text{ satisfies (10.1) and coincides with } \theta_0 \text{ on } [0, \epsilon] \} \), and let \( \tau = \sup S \). By definition we know \( \tau \geq \epsilon \). Let us see that \( \tau = T \) and hence \( \theta_0 \) is defined on \( [0, T] \). Suppose \( \tau < T \). If \( x(\tau) \neq 0 \), there exists \( \delta > 0 \) such that if \( |t - \tau| < \delta \) then \( |y(t)/\rho(t)| \leq (1 + |y(\tau)/\rho(\tau)|)/2 \). Let \( k \) be an integer such that \( \theta(\tau) \in (\pi/2 + k\pi, \pi/2 + (k + 1)\pi) \) (recall \( x(\tau) \neq 0 \)). Now we define for \( t \in (\tau, \tau + \delta) \),
\[
\theta(t) = \sin_k^{-1}(y(t)/\rho(t))
\]
where \( \sin_k^{-1} \) is the inverse of \( \sin x \) on the interval \((\pi/2 + k\pi, \pi/2 + (k + 1)\pi)\). Since \( \sin_k^{-1} \) is continuous, we have a contradiction to the definition of \( \tau \), and so \( \tau = T \), proving the lemma.
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