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1. Abstract  

The purpose of this work was to determine the impact of quantum dot size on ionization potential 

and to determine how the presence of carbonyl-based ligands affect the ionization potential of lead 

sulfide quantum dot systems. Ionization potential (IP) is defined as the energy required to remove 

an electron from an atom, molecule, or material. IP helps scientists determine how reactive the 

material of interest is, which is crucial information when manufacturing nanomaterials. Accurate 

quantum chemical calculations of ionization potential are challenging due to the computational 

cost associated with the numerical solution of the Dyson equation. In this work, the stratified 

stochastic enumeration of molecular orbitals method (SSE-MO) was used to address this 

challenge. IP was calculated using the SSE-MO method, a computational chemistry method that 

utilizes a combination of stratified sampling and stochastic enumeration to obtain IPs in an 

efficient and accurate manner. This method’s accuracy was confirmed on systems with known 

literature values before utilizing it to calculate the IPs of lead sulfide quantum dots. SSE-MO was 

used to calculate the ionization potentials of different sized lead sulfide (PbS) bare quantum dots, 

Pb4S4 and Pb44S44 monodentate (non-bridged) ligated systems, Pb44S44 bridged ligated systems, 

and Pb44S44 chelated ligated systems. The results obtained provide insight into the impact of 

quantum dot size and the presence of ligands on ionization potentials of PbS quantum dot systems, 

but further testing must be performed to gain more definitive information on the relationship 

between IP, quantum dot size, and ligand presence.  
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2. Motivation and Challenges  

Studies show that 68 percent of people between the ages of 18 to 29 and 87 percent of individuals 

60 and older check the weather on a daily basis.1 Standard United States households have the news 

on a couple of times of week for the sole purpose of seeing the weather forecast. These forecasts 

are predictions that meteorologists have made based on observational data collected through 

weather satellites and other instruments, which is then put into different types of forecast models.2 

Meteorologists combine the outcome of these models with past weather models to provide a 

forecast to the general public. The forecasts are never perfect; however, they give people an idea 

of what to be prepared for in terms of weather on a given day. Weather forecasts can be thought 

of as a prediction of future conditions.  

 

Similarly, science can help predict the future. It may not always be 100% accurate and there are 

bumps along the way, but one way science tries to forecast future outcomes is with computational 

models that help identify the materials needed to construct different compounds. This saves time 

and money while keeping individuals working in the lab safer. This paper focuses on lead sulfide 

(PbS) quantum dots and the ionization potential associated with different-sized PbS systems. Bare 

and ligated PbS quantum dots were studied, where a ligand is an ion or molecule that binds to a 

central atom to form a coordination complex.3 Quantum dots are frequently used in technology, 

specifically televisions and LED lights, due to their ability to control color output and brightness 

based on their size.  

 

The overall goal of this work is to predict the ionization potential of nanomaterials utilizing 

computational methods. Similar to the models used in weather forecasting, computational 
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chemistry can form a connection into virtual reality. A variety of instruments and programs have 

been created that can perform virtual chemistry while producing insight into reality, which makes 

this area of science unique. This aspect allows for the interactions in chemical systems to be 

observed in much greater detail than they could be otherwise.  

 

A new computational chemistry method called the stratified stochastic enumeration of molecular 

orbitals (SSE-MO) has been developed to be utilized throughout many aspects of quantum 

chemistry. This method allows for the timely and accurate calculation of ionization potentials (IPs) 

of large chemical systems. Ionization potential is defined as the energy required to remove an 

electron from an atom, molecule, or material in the gas phase.  

𝑀 → 𝑀! + 𝑒"    (Equation 1) 

Calculating the IP of larger systems has always been challenging due to the calculation time 

required. One method to calculate IP is through solving the Dyson equation, which has an iterative 

solution. In computational work as the size of system increases, the computation time dramatically 

increases. Traditional computational methods do not produce results in a reasonable amount of 

time for large chemical systems. Therefore, the development of the SSE-MO method enables the 

determination of IPs by solving the Dyson equation, even for large chemical systems, such as 

semiconductor nanoparticles. This work focusses on utilizing SSE-MO to predict the ionization 

potentials of different sized lead sulfide (PbS) systems with different orientations of ligand 

attachment and types of ligands, an aspect that has not been previously investigated 

computationally.4 These methods will help scientists identify nanomaterials for technological 

applications in a more efficient and cost-effective manner.   
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3. Introduction  

3.1 Quantum Dots 

Quantum dots are synthesized, nanoscale, semi-conducting crystals that transport electrons. Their 

highly compact structure makes them one of the most unique materials to work with in the present 

day. Quantum dots come in many shapes, sizes, compositions, and structures; some are hollow 

while others are solid.5 Quantum confinement is a natural phenomenon seen within quantum dots. 

This effect can be observed when there is a decrease in the density of states with decreasing 

quantum dot size. The density of states helps determine many crucial characteristics of quantum 

dots such as the mechanical, optical, and electric properties of semiconductor nanomaterials. The 

density of states exponentially decreases as the energy level of quantum dots increase.6   

The density of states depends on the dimensionality of the system being analyzed as shown in 

Figure 1. In this work this effect is seen within quantum dots. When increasing the size of a 

quantum dot, the density of states increases meaning that there are more energy levels in the 

quantum dot system.7 The quantum confinement effect becomes important when nanocrystals 

Figure 1. Demonstration of how the density of states changes with the 
dimensionality of the system. In this work the quantum dot density of states is 
being analyzed. Obtained from Jayawardhana et. al (2017). 7 
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approach the Broglie wavelength of electrons, λ# =
$

%&'()!*
	, also known as the thermal de 

Broglie wavelength. In this equation 𝑚 signifies the mass of an electron.8 These characteristics 

determine the properties of each individual quantum dot. This idea of the quantum confinement 

effect leads to a sharper density of states in quantum dots than in bulk structures, as shown in 

Figure 1.9, 10, 11  

 

Quantum dots have numerous applications due to their unique characteristics. As a result of several 

controllable properties, quantum dots can emit specific colors of light, making them useful for 

optical applications. A quantum dot with a 6-nm diameter will emit red light, whereas a quantum 

dot with a 2-nm diameter will emit blue light, and there are sizes in between that can emit the 

unique colors between these two.5 This allows for color output in technology to be easily governed. 

Quantum dots are becoming extremely popular in television development as they allow for peak 

brightness to be regulated, resulting in higher resolution and more color control. For these same 

reasons quantum dots are utilized in LED lights.  

 

Quantum dots are additionally used within photovoltaics as light emitting diodes where they 

provide a boost of energy conversion efficiency.12 PbS quantum dots, specifically, are the building 

blocks for optoelectronic devices, which are used to detect or emit electromagnetic radiation.13 

Optical emission spectroscopy is when an electrical energy is applied to an atom and a discharge 

plasma is created. These excited atoms and ions create a unique emission spectrum that is specific 

to each element. Therefore, this form of spectroscopy allows for the different elements within a 

sample to be identified, with a more intense spectra signifying a higher concertation of that sample 

in the atom.14 This method is extremely useful to determine the composition of samples. 
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Furthermore, PbS quantum dots allow for optical emission tunable in the near-infrared wavelength. 

This means that PbS dots allow for different elements that can only be seen in the near-infrared 

wavelength within optical emission spectroscopy to be observed and determined for the sample 

composition. Finally, the efficiency in which a ligand binds to the surface of a quantum dot has 

been shown to influence polydispersity, quantum yield, and photostability of a nanocrystal, all 

crucial properties when manufacturing nanomaterials.15  

 

The quantum dot properties discussed above are extremely useful in different forms of biomedical 

nanotechnology. Quantum dots aid in diagnosing cancer and other life-threatening diseases due to 

their small size and optical properties, which is useful in medical imaging. Semiconducting 

quantum dots are used in biomedical imaging to enable diagnostics for single molecule probes, 

and in real-time imaging of tumors due to their unique size and shape.16 Furthermore, the quantum 

confinement effect is demonstrated when utilizing quantum dots for in vivo imaging in biological 

systems.9–11 Quantum dots allow images to be recorded over longer periods of time than 

fluorescent dyes or proteins due to their resistance to photobleaching. For example, chemically 

modified peptides and biomolecules have been shown to absorb spontaneously on the surface of 

different quantum dots. Quantum dots coated with these absorbed peptides have been used for in 

vivo imaging to locate cells with specific surface proteins or different types of vasculatures in 

tumors and organs, the color emission makes them easy to locate. In addition, there have been 

successful use of in vivo tumor imaging by quantum dots in mice, a biological system.17 

Furthermore, quantum dots are used in drug delivery as fluorophores, instead of dyes, due to the 

fact that they have little degradation over time and are brighter than dyes. They are also preferred 
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over dyes due to the size dependence of their optical properties, which enables access to the entire 

color spectrum.18 

 

There are many different types of quantum dots, but this work focuses on lead sulfide (PbS) 

quantum dots. PbS quantum dots were chosen for many reasons, primarily due to their low cost. 

Cadmium sulfide (CdS) quantum dots are also popular in research settings, but isolated PbS 

quantum dots have a microsecond fluorescence lifetime two orders of magnitude longer than that 

of isolated CdS. This means that the emitted colors from the dot last longer for PbS than for the 

CdS quantum dots.19 PbS quantum dots show a strong size dependence in that their electron 

affinity and IP are strongly affected due to quantum confinement, the same phenomenon that 

causes different-sized dots to be specific colors.19 This means that the size of the quantum dot has 

a large impact on electron affinity, the change in energy when an electron is added to form an 

anion, and IP.20 Lastly, PbS quantum dots are utilized within solar cells since their energy can be 

made to overlap with, and therefore efficiently use, the solar spectrum through the ability to control 

their size.19 Lead sulfide quantum dots are unique compared to other types of quantum dots in that 

they produce more than 100% of solar cell efficiency due to multiexciton generation.21 Therefore, 

PbS quantum dots convert sunlight into more energy than they originally absorbed using 

photovoltaics. This is extremely unique and beneficial for solar energy applications.  

 

In addition, Pbs quantum dots have a high bulk excitation Bohr radius and narrow bandgap. This 

combination allows for the quantum confinement effect to occur with relatively large crystallites, 

which is difficult to do with most materials. These properties make them useful for doped glass 

fabrication.22 In addition, PbS quantum dots are utilized in the detection of x-ray radiation. The 
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high density produced from quantum confinement and quantum dot’s high atomic number enable 

this detection.23 Having a more broad range of knowledge on PbS quantum dots is beneficial due 

to their wide variety of applications.  

 

3.2 Ionization Potential  

Ionization potential (IP) is the energy required to remove an electron from an atom, molecule, or 

material in the gas phase. The smaller the IP, the less energy required to remove an electron from 

the molecule, and therefore, the more reactive the molecule of interest is. IP is most commonly 

known by its periodic trend: it increases across a period and decreases down a group. This concept 

becomes crucial when performing reactions because it allows for the reactivity of a molecule to be 

estimated. Knowing the reactivity of a molecule saves time, money, materials in the lab, and helps 

predict the strength of a chemical bond, which is an indicator of reactivity.24 IP has many 

applications within science. For example, electron transfer reactions utilized by photovoltaics are 

the most common use of IP.25 The process of ionization additionally generates the positively 

charged fragments analyzed in mass spectrometry.26  

 

3.3 Stratified Stochastic Enumeration of Molecular Orbitals Method 

The stratified stochastic enumeration of molecular orbitals (SSE-MO) method is a new, recently 

developed, peer-reviewed, and published computational chemistry method that produces fast and 

accurate predictions of IPs for chemical systems that are computationally impractical to obtain 

otherwise.4 Computational chemistry comes with challenges and advantages. Scientists always 

face the dual challenges of time and money constraints. In this work, time was a challenge as 

traditional computational softwares do not allow for the IP of larger systems to be calculated in a 
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reasonable amount of time. The equation utilized to calculate IP in this work is called the Dyson 

equation, which is defined as follows.  

∑(𝜔) + 𝜔! = 𝜔                 (Equation 2) 

In this equation 𝜔 represents ionization potential and Σ(ω)	is the self-energy term. In this work, 

the self-energy term is approximated as 

∑𝒾𝒾 ≈ ∑𝒾𝒾
(&)(𝜔) =

1
22

⟨𝑖𝑗|𝑟.&".|𝑎𝑏⟩/⟨𝑎𝑏|𝑟.&".|𝑖𝑗⟩/
𝜔 + 𝜖0 − 𝜖1 − 𝜖2012

	+ 	
1
22

⟨𝑖𝑎|𝑟.&".|𝑗𝑘⟩/⟨𝑗𝑘|𝑟.&".|𝑖𝑎⟩/
𝜔 + 𝜖1 − 𝜖0 − 𝜖)01)

. 

(Equation 3) 

The indices i, j, and k indicate occupied spin orbitals, while a and b indicate virtual spin orbitals. 

The main point to understand from these equations is that the 𝜔 term, or ionization potential, 

appears on both sides of the equation (Equation 3). Therefore, the Dyson equation must be solved 

iteratively. For systems with a large number of orbitals, solving the Dyson equation becomes 

impractical due to the calculation time required. In the self-energy term, the calculation time for 

∑ ≈	𝑁34
012  and the calculation time for ⟨𝑖𝑗|𝑟.&".|𝑎𝑏⟩ ≈ 	𝑁5. Therefore, the total computation time 

becomes 𝑁3 	+ 	𝑁5, where 𝑁 represents the number of orbitals in the system. This means that as 

the size of the chemical system increases, the computational calculation time required to determine 

IP dramatically increases. In larger systems such as Pb140S140 it is computationally impractical to 

find the IP using traditional methods as it would take almost four years to calculate as shown in 

Table 1 and Table 2. Therefore, a new efficient method such as SSE-MO must be used to calculate 

IP. 
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Table 1. Estimated Computation Time of QD IP Using Traditional Quantum Chemical Methods 

Quantum Dots Expected Computation Time 

Pb4S4 1.07 hours 

Pb28S28 15.27 days 

Pb44S44 59.24 days 

Pb140S140 1438.24 days 

 

Table 2. Estimated Computation Time of QD-Ligated System IP Using Traditional Quantum Chemical 
Methods 

Quantum Dots Expected Computation Time 

Pb4S4 – Ligand 1 1.07 days 

Pb4S4 – Ligand 2 2.26 days 

Pb4S4 – Ligand 3 4.09 days 

Pb4S4 – Ligand 4 9.25 days 

Pb4S4 – Ligand 5 10.28 days 

 

This work focuses on nanomaterials, which are difficult to make in a lab due to the high pressure 

and temperature necessary to do so.27 Therefore, computational methods reduce the risk that comes 

with these conditions and makes analyzing nanomaterials much safer. The pressure and 

temperature used in producing nanomaterials highly differ when making a small amount versus 

producing them in bulk, which has a large impact on manufacturing.28 Computation helps predict 

which materials should be used in the final product once it goes into manufacturing which saves 

time, money, and materials.4  
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3.4 Quantum Dot-Ligand Interaction 

This study analyzes the effect of the addition of a variety of carbonyl-based ligands on IP. Three 

different forms of ligands were attached to the lead atoms analyzed: monodentate ligands, bridged 

ligands, and chelating ligands. The monodentate ligands investigated in this study are non-bridged 

and non-chelating carbonyl-based ligands that differ by the number of -CH2 groups they contain. 

These ligands were chosen because they have been used in previous experiments, which enables a 

slight prediction of their behavior.29 In addition, they have not been used in previous experiments 

that involve IP, meaning there is room for new discoveries with these ligands. 

 

Due to the small size of Pb4S4, only monodentate ligands were attached to this quantum dot. For 

Pb4S4, one carbonyl-based ligand was attached to each of the four lead atoms by a single bond 

between an oxygen atom of the ligand and the lead atom of the quantum dot, completely saturating 

the system.  

 

Bridged ligands are ligands that form a bridge between two atoms (Figure 2), in this case two lead 

atoms.30 These ligands are normally organic compounds that bind to metals and help spatially 

orient the metal atoms that they bridge.31 In this instance, OOCH ligands were used on the Pb44S44 

quantum dot system. Each oxygen was connected to its own lead atom in the system, with the 

oxygens on the same ligand attached to neighboring lead atoms. 
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Chelating ligands allow both oxygens from 

the same carbonyl-based ligand to connect 

to the same lead atom, Figure 2.30 This type 

of ligand bonds metals by having each 

oxygen donate a pair of their electrons to the 

metal, which creates a bond between the 

ligand and the metal.32 Once again, OOCH 

ligands were used with the Pb44S44 system.  

 

 

 

3.5 Core Distortion Due to Ligand Addition 

When ligands are attached to a quantum dot, the core geometry of the quantum dot changes. In 

this study, it was determined whether the presence of ligands on the Pb4S4 core had an impact on 

the IP of the bare core. This was done by first adding ligands to the Pb4S4 dot and then performing 

a geometry optimization on the ligated dot. Next, the ligands were stripped from the dot, leaving 

behind a distorted bare Pb4S4 core. This was followed by SSE-MO calculations to find the IPs of 

the distorted bare Pb4S4 cores. 

 

Figure 2. A schematic detailing how bridged, 
monodentate, and chelating ligands interact with the 
lead atom in the lead sulfide systems. Obtained from 
Kennehan et. all 2020.30 
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4. Materials and Methods 

4.1 Hydrogen Atom  

The Schrödinger equation calculates the energy of a system utilizing a Hamiltonian operation on 

the given system. The time-independent Schrödinger equation (TISE) is defined as 

𝐻AΨ = 𝐸Ψ,     (Equation 4) 

where 𝐻A is the Hamiltonian operator for the system, Ψ represents the wave function of the system, 

and E is the energy of the system.  

 

In chemistry the hydrogen atom is of large interest as it serves as an extremely simplified prototype 

for more complex atoms, molecules, and systems. For the hydrogen atom, the Schrödinger 

equation can be solved exactly, which is not the case for any other system because the systems are 

too complex to solve exactly, meaning solutions to these systems are approximations. In this case, 

the hydrogen atom model contains a proton fixed at the origin and an electron interacting with the 

proton through a Coulombic potential. This model has a spherical geometry, meaning that a 

spherical coordinate system where the proton sits at the origin is used to visualize the system. The 

Hamiltonian operator for a hydrogen atom is defined as  

𝐻A = − ℏ
&("

∇& − ##

789$:
,         (Equation 5) 

where ∇& is the Laplacian operator in spherical coordinates. When plugging the system’s 

Hamiltonian into the Schrödinger equation an extremely complicated equation is produced. This 

is not possible to solve exactly for any system containing more than one electron, meaning that 

computational methods are required to approximate a solution for multi-electron systems.  

 



 14 

The principal quantum number (n) depends on the state of the atom and can be any integer that is 

greater than zero. For example, if the first energy level is being analyzed, then n would equal 1. 

The energy of a hydrogen atom depends only upon the principal quantum number, as shown. 

𝐸; = − <$
;#
= − ##

='>$1$;#
	   (Equation 6) 

This is the amount of energy required to knock off a hydrogen atom from a system or molecule.33  

 

4.2 Hartree-Fock 

The Hartree-Fock method is the conceptual basis for molecular orbital theory and the foundation 

of numerous orbital theories within chemistry. Hartree-Fock calculations produce approximate 

results for molecular orbital calculations; these results are exact for the hydrogen atom and strong 

estimates for other systems as exact solutions to the Schrödinger equation are not possible to obtain 

in larger systems. This method was developed to solve the electronic Schrödinger equation; 

solving this equation provides the potential energy surface and valuable information about the 

wavefunction being analyzed.34  

 

The Hartree-Fock method can be define as  

𝐹G?ϕ? = ϵ?ϕ?,         (Equation 7) 

where 𝐹G? is the Fock operator, similar to the Hamiltonian operator, ϕ? are molecular orbitals, and 

the orbital energies are denoted as ϵ?. 𝐹�𝑖�ϕ? = ϵ?ϕ?,         (Equation 7 

must be solved in a self-consistent manner because ϕ? appears on both sides, meaning 𝐹G? depends 

on ϕ?. Therefore, this equation must be solved multiple times before a solution is reached, a self-

consistent approach. 𝐹�𝑖�ϕ? = ϵ?ϕ?,         (Equation 7 is solved when 
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the right-hand side of the equation is numerically equal to the left-hand side of the equation within 

some error tolerance, typically 1x10-5 Hartrees. Computer programs are used to solve for these 

self-consistent orbitals, known as the Hartree-Fock orbitals. When the error tolerance is reached 

the calculations are considered converged and the program will terminate. In addition, these 

computer programs solve for ϵ?, the eigenvalues from 𝐹𝑖�ϕ? = ϵ?ϕ?,         

(Equation 7, known as the orbital energies.33  

 

The Hartree-Fock method is widely used throughout quantum chemistry and does not provide an 

exact solution to the Schrödinger equation. The difference between the exact energy and the energy 

found using the Hartree Fock energy is known as the correlation energy, 𝐸𝑐𝑜𝑟𝑟= 𝐸#@1AB − 𝐸CD 

      (Equation 8.  

    𝐸AE:: = 𝐸#@1AB − 𝐸CD        (Equation 8)  

Post-Hartree-Fock calculations are performed to account for errors that arise from using the 

Hartree Fock method. 𝐸#@1AB	cannot be determined with complete accuracy for many electron 

systems using existing theoretical and computational methods. In a practical setting, 𝐸#@1AB is often 

approximated after obtaining 𝐸AE:: to account for the errors that arise in the Hartree Fock method.  

  

4.3 Ionization Potential  

The ionization potential (IP) demonstrates the amount of energy needed to eject an electron from 

a molecule, which measures how strongly the electron is bound to a molecule. The value obtained 

for IP depends on the molecular orbital that the electron being analyzed occupies; the lower the 

energy of the molecular orbital, the more energy required to remove an electron from that orbital.  
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Koopman’s theorem approximates the IP of molecular systems and is defined as 

𝐼𝑃 ≈ −𝜖..        (Equation 9) 

This approximation assumes that the same orbitals can be used to calculate the energy of a neutral 

atom and the energy of a charged atom or ion. According to Koopmans Approximation, −ϵ? 

𝐹𝑖�ϕ? = ϵ?ϕ?,         (Equation 7) is the ionization energy of an electron 

in the ith orbital.33 Therefore, Hartree-Fock calculations can calculate the IP of different molecular 

orbitals by applying Koopmans theorem. 

 

4.4 Quantum Mechanics/Molecular Mechanics  

Quantum mechanics/molecular mechanics (QM/MM) are utilized to simulate dynamic chemical 

processes. When describing quantum mechanical systems, it is crucial to use a quantum 

mechanical approach, instead of a classical mechanics approach, to accurately depict the system.  

In molecular mechanics the MM regions utilize partial charges on atoms instead of electrons. 

Therefore, this method replaces the explicit electrons within the system with partial charges 

associated with the different atoms. This results in a fewer number atoms in the system, and 

therefore, decreases the computational cost and complexity of the system. On the Hartree-Fock 

level, the number of terms (n) in the wavefunction is proportional to n factorial. A singular lead 

atom has 82 electrons, which has 4.57x10122 terms as calculated from 82!. For two lead atoms 

there are 164 electrons and 3.29x10293 terms. Therefore, adding just one lead atom significantly 

increases the number of terms in the wavefunction being solved. For Pb140S140 there are 11,480 

electrons solely for the lead atoms, n! for 11,480 returns “infinity” when plugged into a basic 

calculator. In comparison, when using MM with Pb140S140, 280 atoms are accounted for instead of 

more than 11,480 electrons due to the use of partial charges. Overall, decreasing the total number 
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of terms in the wavefunction significantly decreases the complexity of the system making this 

method much more efficient. In this work, the ligands added account for the extra electrons if 

everything is treated quantum mechanically, which greatly reduces the total number of electrons 

in the system. The QM aspect provides accuracy as quantum mechanics should be used for 

quantum mechanical systems, and the MM aspect provides speed as it decreases the complexity 

of the systems analyzed. This is by far the best method to analyze these large systems because it 

decreases their complexity. There are numerous different aspects of QM/MM, but this work 

utilizes electrostatic embedding.  

 

For quantum dots, their nonbonding nature allows for a simple treatment of the QM/MM boundary. 

The quantum dot’s interactions can be modeled using a Hamiltonian, and eigenvalues can be 

obtained from the solution of the following equation.35  

N"ℏ
&(
∇& + 𝑣FG(𝑟, 𝑅HEB) + 𝑣#@B

IJ/JJQ𝑟, 𝑅?;B#:1AB?E;RSϕ? = ϵ?ϕ?               (Equation 10) 

Overall, electrostatic embedding requires more computational effort than other forms of QM/MM, 

but is extremely useful when analyzing quantum dot interactions.36  

 

4.5 Math Background 

4.5.1 Monte Carlo Numerical Integration 

4.5.1.1 General Background 

Integrals are most simply known as the area under a curve, the curve being the function that is 

being integrated. Monte Carlo numerical integration is a form of integration that utilizes random 
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sampling and “averaging” to approximate integrals. This method can be used to estimate the 

integral of a function 𝑓 over a one dimensional or multi-dimensional volume of space.   

∫𝑓 𝑑𝑉 ≈ 𝑉⟨𝑓⟩ ± 𝑉Y	⟨N#⟩"⟨N⟩#

4
    (Equation 11) 

  

In the above equation V denotes the volume of space over which the function 𝑓 is integrated. The 

plus/minus term in this equation represents one standard deviation error estimate for the calculated 

integral.  

Figure 3 demonstrates how random points are chosen 

within the entire area of A. The integral of the function 

𝑓(𝑥) is then estimated as the area of A times the fraction 

of the random points that fall below the curve of 𝑓(𝑥), 

the shaded region. Randomly distributed points cover 

the entire area, a random sampling variation.37  

 

Figure 3. Random points are chosen within 
the area A and the integral of the function 
is the estimated area of A times the fraction 
of random points in the shaded region. 
Obtained from William et al (1986). 37 
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As shown in Figure 4, as the number of random 

sampling points increases, the accuracy of the 

integral dramatically increases. From this it can be 

concluded that, the fractional accuracy of Monte 

Carlo numerical integration can be modeled as a 

function of the number of points sampled for two 

different integrands and two separate random 

points.  

 

4.5.1.2 Steps for Solving  

Monte Carlo numerical integration can be used to 

solve integrals in the form ∫ 𝑓(𝑥)𝑑𝑥2
1 . First, 

random values of 𝑥 are chosen at which to evaluate 

𝑓(𝑥) at. The number of randomly chosen values for 

𝑥 is then recorded to keep track of these values. 

After choosing N number of values for 𝑥, the 

average value for 𝑓(𝑥) is determined by   

𝑓̅ = .
4
∑ 𝑓(𝑥?)4
?P. .    (Equation 12)    

Finally, 𝑓	̅is multiplied by the volume of space that function is being integrated over and the 

integral is solved as shown in Figure 5. 

 

Figure 4. Demonstrates how as the number of 
points increases, the more accurate the integral 
calculations are. Obtained from William et al 
(1986). 37 

Figure 5. The dots represent random chosen 
values across f(x). The area shaded is the value 
being calculated by integration.  
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4.5.1.3 Advantages 

There are numerous advantages of Monte Carlo numerical integration, but there are two principal 

advantages. First, this form of integration can be used to approximate integrals where the analytical 

form of the function being integrated is unknown, meaning that only inputs and outputs are 

required. Second, the error in the approximation for the integral is well defined. The standard 

deviation (square root of the variance) of the integral being solved is 

σ = 	Y.
4
∑ [𝑓(𝑥?)]&4
?P. − 	_𝑓̅`&.   (Equation 13) 

This equation demonstrates that the error in the estimate is proportional to .
√4

. Therefore, the error 

within this method can be significantly reduced by increasing the number of sampling points. The 

number of sampling points does not need to increase with the number of dimensions, which is 

advantageous when numerically solving integrals of higher dimensions.  

 

4.5.2 Stratified Stochastic Enumeration of Molecular Orbitals Method  

(SSE-MO) 

The recently developed stratified stochastic enumeration of molecular orbitals method (SSE-MO) 

calculates the IP of different systems. SSE-MO can be used to obtain the self-energy and 

subsequently correct for the errors within the Koopmans IP.  

 

The SSE-MO method combines the concepts of stochastic enumeration and stratified sampling to 

obtain IPs in an efficient manner while maintaining accuracy. There are two main components to 

this method: stochastic enumeration and stratified sampling. Stochastic enumeration performs a 

summation of a large number of terms stochastically instead of sequentially, which dramatically 
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increases the efficiency in computing the summation involved in the calculations required to solve 

the Dyson equation for IP (𝜔). ƒ𝑠𝑢𝑚 =	∑ ƒ(.R%$
𝒾	P	. 𝒾) ≈ 10.R 	× 	 .

4&'()*"
∑ ƒ(𝒾)4&'()*"
𝒾S.,…,.R%$      

(Equation 14 demonstrates how stochastic enumeration is performed in a mathematical context.  

										ƒGV(	 =	∑ ƒ(.R%$
𝒾	P	. 𝒾) ≈ 10.R 	× 	 .

4&'()*"
∑ ƒ(𝒾)4&'()*"
𝒾S.,…,.R%$      (Equation 14)    

 

Stratified sampling divides the sample space of 

a function into segments. The segments that 

should be further sampled are determined to 

increase the accuracy in the estimate of an 

integral calculated using Monte Carlo 

numerical integration. More sampling points 

are allocated to the segments where a greater 

variance is observed, ultimately increasing the 

accuracy of the integral. In Figure 6, the function of interest has little variance or fluctuation in 

region A. Therefore, only one sampling point is necessary for accurate Monte Carlo integration in 

this region. Whereas, the function displays a much greater variance in region B, meaning more 

random sampling points are needed in this region for accurate Monte Carlo Integration. The use 

of stratified sampling enables efficient sampling while maintaining accuracy in the estimate of the 

integral from Monte Carlo numerical integration. 

 

In the SSE-MO process, stratified sampling occurs when the code learns about regions of space 

with high sampling error. Enhanced Monte Carlo numerical integration is performed for these 

Figure 6. Demonstration of stratified sampling. 
Region A only needs one point, where region B needs 
lots of points because there is a larger variance in the 
function.  
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regions, which improves the efficiency and accuracy with which the integrals needed to solve the 

Dyson equation are computed. It is important to note that stratified sampling error is less than or 

equal to simple sampling error. SSE-MO combines stochastic enumeration and stratified sampling 

to allow for fast and accurate calculations of ionization potential for chemical systems which are 

computationally impractical to investigate with conventional methods.  

 

4.6 Materials for Chemical Systems Studied 

In this project, the SSE-MO calculations were performed on a Syracuse University virtual private 

network connected to Syracuse servers. This allowed for the use of Syracuse University computing 

grids, QChem, and Terachem to perform the necessary Hartree-Fock calculations using the 

LANL2DZ-ECP basis. Terachem was used to perform geometry optimizations on only the Pb4S4 

bare core and ligated systems.  

 

Avogadro and Crystal Maker were utilized to generate the structures for the PbS systems evaluated 

in this project. The bare and ligated Pb4S4 structures were generated in Avogadro before using 

Figure 7. From left to right: Pb4S4 bare core, Pb44S44 bare core, and Pb140S140 bare core. The lead atoms are 
grey and sulfur atoms are yellow. These structures are graphically depicted in Avogadro; however, the 
Pb44S44, and Pb140S140 structures used in SSE-MO were created in crystal maker. The Pb28S28 is not included 
in this picture, but it additionally had bare core calculations run on it.  
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Terachem to perform geometry optimizations for these systems. However, this process was not 

performed on Pb28S28, Pb44S44, and Pb140S140 since their structures were made in Crystal Maker. 

After obtaining the desired bare core structures, shown in Figure 7, Hartree-Fock calculations 

were performed for both the bare and ligated Pb4S4 systems and for the bare Pb28S28, Pb44S44, and 

Pb140S140 quantum dot systems to obtain the orbitals and orbital energies. SSE-MO was then 

performed for these systems to determine the effect of quantum dot size on ionization potential.  

The impact of five different carbonyl-based ligands on the IP of the Pb4S4 system was investigated. 

Each ligand differed by the number of methylene groups it contained, Figure 8. 

For the Pb4S4 ligated system the ligand being analyzed was attached to each of the four lead atoms 

on Pb4S4 bare core by the oxygen atom single bonded to the alpha carbon, meaning the lead atoms 

in the core were completely saturated.  

 

In addition, the impact of the bonding patterns of ligand 1 to Pb44S44 on IP was investigated. Ligand 

1 (O-CO-H) was attached to up to six lead atoms depending on the trial for the Pb44S44 ligated 

A B 

C 

D 

E 

Figure 8. The five carbonyl-based ligands analyzed with Pb4S4.                
  A: Ligand 1 – QD-O-CO-H  

B: Ligand 2 – QD-O-CO-CH3         
C: Ligand 3 – QD-O-CO-CH2-CH3   
D: Ligand 4 – QD-O-CO-CH2-CH2-CH3  
E: Ligand 5 – QD-O-CO-CH2-CH2- CH2-CH3 
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system. When one ligand was used, it was attached to a random lead atom and the IP calculations 

were performed. With two ligands, the distance between the previously chosen lead atom and the 

other lead atoms was calculated. The second ligand was attached to the atom that was furthest 

away from the original ligand. With three ligands, the distances between the ligated and non-

ligated lead atoms were calculated and the third ligand was attached to the lead atom that had the 

furthest difference from both ligated atoms. This process was repeated with four, five, and six 

ligands for the Pb44S44 system. Ligand 1 (O-CO-H) was additionally used for the bridged and 

chelating Pb44S44 systems. For the bridged ligand calculations, the two oxygen atoms on ligand 1 

were attached to two neighboring lead atoms in the Pb44S44 system. The number of ligands attached 

depended on the trial run; there were up to six bridged ligands attached to the system at once. The 

same ligand configuration structures from the non-bridged calculations were used. The second 

oxygen atom was attached to a neighboring lead atom, as none of these atoms had ligands attached 

to them. For the chelating ligand calculations, the two oxygen atoms were attached to the same 

lead atom of the Pb44S44 non-bridged ligated systems. Once again, the number of ligands attached 

to lead atoms depended on the trial. For the chelating bonding pattern, the second oxygen on the 

ligand was attached to the same lead atom as the first oxygen.  

 

5. Results and Discussion  

5.1 SSE-MO Verification 

Before testing SSE-MO on systems with unknown IPs, its accuracy had to be confirmed. The 

accuracy of this method was confirmed by running the SSE-MO code on systems with known 

literature values for IP: water, methane, and neon.  
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Table 3. SSE-MO performance test for systems with known IP values  
System SSE-MO IP (eV) Literature Value (eV) Standard Dev (eV) 

H2O 10.611 10.738 0.081 

CH4 13.947 13.914 0.033 

Ne 21.377 21.134 0.070 

 

As seen in low standard deviations in Table 3, IPs obtained for the three systems were close to the 

known literature values. Therefore, it was concluded that SSE-MO was an accurate method for 

calculating IP and could be used on other systems with unknown IPs.  

 

5.2 Timing Results  

As mentioned, traditional computational methods to calculate ionization potential are extremely 

inefficient. SSE-MO dramatically decreased the computation time necessary to obtain IP results.  

Table 4. Comparison of computational time for bare core QDs 
Quantum Dot Traditional Method SSE-MO Method 

Pb4S4 1.07 hours 1.96 minutes 

Pb28S28 15.27 days 11.05 minutes 

Pb44S44 59.24 days 17.04 minutes 

Pb140S140 1438.24 days 66.93 minutes 

 

Table 5. Comparison of computational time for Pb4S4-ligated systems 
QD Ligated System Traditional Method SSE-MO Method 

Pb4S4 – Ligand 1  1.07 days 6.39 minutes 

Pb4S4 – Ligand 2 2.26 days 7.89 minutes 
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Pb4S4 – Ligand 3 4.09 days 9.52 minutes 

Pb4S4 – Ligand 4 9.25 days 11.06 minutes 

Pb4S4 – Ligand 5 10.28 days  12.48 minutes 

 

As seen in the data presented in Table 4 and Table 5, SSE-MO allowed for results to be obtained 

in a reasonable amount of time compared to traditional computational methods. It can be concluded 

from these computation times that SSE-MO is an efficient method for calculating IP. Combining 

this with the results from Table 3, it can be concluded that SSE-MO is both an accurate and 

efficient IP calculation method.  

 

5.3 Effect of Nanoparticle Size on Ionization Potential  

SSE-MO was utilized to determine how the IP changes as a function of lead sulfide quantum 

system size.  

Table 6. Effect of QD Size on IP  
QD System Dot Diameter (nm)  Calculated IP (eV)  

Pb4S4 0.2968 7.608 ± 0.028 

Pb28S28 0.8904 5.760 ± 0.010 

Pb44S44 1.484 6.960 ± 0.008 

Pb140S140 2.078 6.630 ± 0.206 

 

The IP results obtained produced a low error, indicating that the calculation method was accurate. 

From  
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, it can be seen that in general as the size of the quantum dot increases, the calculated IP decreases; 

however, this trend is not consistent with Pb28S28. Therefore, larger lead sulfide quantum dot 

systems are usually less stable than the smaller systems. To further conclude if this trend holds 

true for the majority of systems, identical calculations must be run on a wider variety of lead sulfide 

systems. 

 

5.4 Monodentate Ligands 

5.4.1 Pb4S4 Ligated Systems  

The 5 carbonyl-based ligands from Figure 8 saturated the Pb4S4 system as they were attached to 

each lead atom. 

Table 7. IP of Pb4S4 – ligated systems 
QD Ligated System Calculated IP (eV) 

Pb4S4 – Ligand 1  8.910 ± 0.044 

Pb4S4 – Ligand 2 8.622 ± 0.007 

Pb4S4 – Ligand 3 9.342 ± 0.007 

Pb4S4 – Ligand 4 9.500 ± 0.0004 

Pb4S4 – Ligand 5 8.396 ± 0.121 

 

The IP of the bare Pb4S4 core was found to be 7.608 eV ( 

). From the data provided in Table 7 it can be concluded that the addition of the carbonyl-based 

ligands to the Pb4S4 system increases the IP of the quantum dot from its bare core IP. This trend is 

seen regardless of the size of the ligands, meaning that all of the ligated systems have a higher IP 

than that of the bare Pb4S4 core. Therefore, the addition of carbonyl-based ligands stabilizes the 
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Pb4S4 bare core. However, there is no trend seen with IP in the addition of a specific number of 

methylene groups to the ligands on the system. 

 

5.4.2 IP of Ligands Alone 

SSE-MO was performed on the five carbonyl-based ligands from Figure 8 alone. 

 

Table 8. IPs of the carbonyl-based ligands without the Pb4S4 quantum dot 
Ligand Chemical Formula Ligands Alone Calculated IP (eV) 

Ligand 1 O-CO-H 13.075 ± 7.641 x 10-6 

Ligand 2 O-CO-CH3 12.383 ± 5.000 x 10-4 

Ligand 3 O-CO-CH2-CH3 12.364 ± 6.070 x 10-5 

Ligand 4 O-CO-CH2-CH2-CH3 12.348 ± 2.012 x 10-5 

Ligand 5 O-CO-CH2-CH2- CH2-CH3 12.202 ± 2.000 x 10-4 

 

It was found that the IP of the ligands alone, those not attached to the Pb4S4 quantum dot, had a 

much higher IP than that of the ligated systems (Table 7). In addition, ligand 1 with no methyl 

(CH3) or methylene (CH2) groups attached, had a notably higher IP than the other ligands (Error! 

Reference source not found.). Table 8 demonstrates that ligands 2 – 5 have similar IPs, with the 

average across the four ligands being 12.324 ± 0.083 eV. The low standard deviation of the average 

IP solidifies this conclusion. Therefore, the addition of -CH2 groups have little impact on the IP of 

the ligands alone. However, the addition of the -CH2 groups for the quantum dot-ligated systems 

with ligands 2 – 5 attached shows much more variation (Table 7). The average IP for the Pb4S4 

ligated systems with ligands 2 – 5 is 8.965 ± 0.538eV, which is a much higher standard deviation 

than that of the ligands alone. Therefore, it can be concluded that the addition of ligands to the 
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bare Pb4S4 core has a larger impact on IP than when the ligands are alone. In addition, the IPs 

presented in Table 8 are much higher than that of the ligated systems. This demonstrates that the 

ligands on their own are extremely stable and non-reactive; however, when they are added to a 

Pb4S4 quantum dot this system becomes more reactive, but not as reactive as the bare core system.  

 

5.4.3 Ligation Impact on Pb4S4   

To wrap up the monodentate ligand calculations, the IP of the bare Pb4S4 cores was examined. 

These calculations were obtained by stripping the ligands off the bare core and performing SSE-

MO on this bare system.  

Table 9. Impact of ligation on Pb4S4 bare cores 
QD Core Pb4S4 Core IP (eV)  PbS bond length(Å) 

Pb4S4 Bare Core 7.608 ± 0.028 3.690 

Pb4S4 – Ligand 1  5.337 ± 0.002 2.443 ± 0.031 

Pb4S4 – Ligand 2 4.707 ± 0.065 2.439 ± 0.039 

Pb4S4 – Ligand 3 6.412 ± 0.003 2.608 ± 0.207 

Pb4S4 – Ligand 4 5.774 ± 0.002 2.456 ± 0.046 

Pb4S4 – Ligand 5 6.318 ± 0.004 2.576 ± 0.157 

 

It can be seen that attaching ligands to the Pb4S4 core has an impact on the geometry of the bare 

core. The PbS bond length for the ligated cores were much smaller than the non-ligated core, 

meaning the addition of ligands resulted in a more compact structure. In addition, the IP of the 

bare cores with no ligands were smaller than that of the geometry optimized bare Pb4S4 core, most 

likely due to the change in core geometry. Therefore, the Pb4S4 cores undergo a structural 

transformation with the bonding of the ligands, resulting a decrease in IP. The lower IP means that 
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the ligated cores are more reactive than the geometry optimized core. The attachment of ligands 

to Pb4S4 makes the bare core more reactive.  

 

5.4.4 Pb44S44 - Ligated System  

Table 10. Non-bridged calculated IPs for the Pb44S44 system 

Number of Ligands Calculated IP (eV) 

0 6.958 

1 7.584 

2 7.593 

3 7.586 

4 7.568 

5 7.576 

6 7.569 

This table demonstrates that the addition of ligands to the bare core increases the IP of the system, 

which was additionally seen with the Pb4S4 non-bridged ligated system in Table 7. Therefore, in 

these two systems attaching any number of carbonyl-based ligands stabilizes the bare core system. 

In this ligated Pb44S44 system the number of ligands attached did not have a large impact on the 

calculated SSE-MO IP as the average IP with one to six ligands attached is 7.579eV ± 0.010, which 

is an extremely small standard deviation. 

 

5.5 Bridged Ligands  

Up to six bridged ligands were attached to optimal lead atoms by the two oxygens from ligand 1 

in Pb44S44.  
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Table 11. Bridged calculated IPs for the Pb44S44 system 

Number of Ligands Calculated IP (eV) 

0 6.958 

1 7.634 

2 7.646 

3 7.636 

4 7.631 

5 7.629 

6 7.629 

As shown in Table 11 bridged ligands are stabilizing compared to the non-bridged or monodentate 

ligands (Table 10). This can be determined as the bridged ligands have a higher calculated IP as 

shown in Figure 9, meaning they are less reactive and more stable. The IP of the bare Pb44S44 core 

was found to be 6.960eV, Error! Reference source not found.. Therefore, these results once 

again demonstrate that having ligands attached to the system, whether it is bridged or non-bridged, 

is stabilizing to the Pb44S44 system. It can additionally be seen that the number of bridged ligands 

added to the Pb44S44 system does not have a large impact on IP as the average IP is 7.634eV ± 

0.007, an extremely small standard deviation.  

 

5.6 Chelating Ligands  

Up to six ligand ones were added to the Pb44S44 system in the chelating configuration.  
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Table 12. Chelating ligands calculated IPs for the Pb44S44 system 

Number of Ligands Calculated IP (eV) 

0 6.958 

1 7.564 

2 7.548 

3 7.561 

4 7.553 

5 7.560 

6 7.569 

 

 

 

Table 12 once again shows that the addition of the chelating ligands increases the IP of the Pb44S44 

system increases with the addition of ligands. Therefore, the addition of any type of ligand to 

Pb44S44 stabilizes the system. The number of chelating ligands added has little influence on the IP 

of the system as the average IP for one through 6 ligands attached to the system is 7.559eV ± 

0.008. Compared to the bridged and non-bridged systems this is the smallest standard deviation 

between the different ligand configurations.  
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Figure 9 shows the relationship between the IPs of the different ligand bonding patterns on the 

Pb44S44 system. The IPs of the bridged ligated systems are higher than those of the monodentate 

and chelating ligated systems, meaning this bonding pattern is the most stabilizing. This can be 

shown as the average IP with the ligands attached for the bridged ligated system was found to be 

7.634eV ± 0.006 compared to 7.559eV ± 0.008 for the chelated system and 7.579eV ± 0.010 for 

the non-bridged ligands, but there is not a significant difference in the average IPs. The chemical 

intuition behind the bridged bonding pattern being the most stable is that in this configuration both 

oxygens in the ligand are attached to lead atoms, which forms a large, stable, open ring containing 

two lead atoms from the quantum dot system.  

 

The IPs of the chelating system were the lowest, meaning this ligand configuration is the least 

stabilizing. This effect is most likely due to the tight four membered ring that is formed with the 

Figure 9. Demonstration of the IP relationship between the monodentate, bridged, and chelating 
ligands in the Pb44S44 system. The orange line on the top represents the bridged ligands, the blue, 
line in the middle signifies the non-bridged ligands, and the green bottom line is the chelating 
ligands. 
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chelating bonding pattern as only one lead atom is involved. The steric strain produced from this 

ring would be the least stabilizing out of the three bonding patterns. The monodentate bonding 

pattern is a standard chemical bonding pattern, which is most likely it produces average IPs in the 

middle of the other two bonding patterns. From this data is can also be seen that the number of 

ligands attached for each bonding configuration does not have a significant impact on IP. 

 

Overall, understanding the IPs associated with the three ligand configurations allows for the IP of 

a ligated system to be used as a diagnostic tool to determine the bonding pattern on system surfaces.  

 

5.7 Future directions  

This work can serve as the foundation for several future studies. To begin, the bare core 

calculations can be performed on other size lead sulfide quantum dot systems to see if a trend in 

IP can be reached as the size of the system changes. However, the limiting factor for systems larger 

than those utilized in this work has been successfully running the Hartree-Fock calculations. 

Therefore, before further advancing in this direction the Hartree-Fock aspect of the calculation 

method must be improved. 

 

In addition, the same monodentate ligand calculations can be performed on other lead sulfide 

systems, such as Pb28S28 and Pb140S140. These results can be analyzed to determine if the same 

behavior as demonstrated in the Pb4S4 and Pb44S44 ligated systems is seen. A limiting factor in this 

aspect of the work is that when increasing the size of the quantum dot challenges, the surface area 

increases as the square of the radius of the quantum dot. Therefore, more ligands can be attached 

to the systems, but completely saturating the lead atoms is computationally impractical due to the 
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time cost. This is why there were only six ligands used with Pb44S44. Therefore, when attaching 

the ligands to larger systems a similar method must be utilized. In addition, more than six ligands 

could be added to these larger systems to see if the IP remains consistent no matter how many 

ligands are present. These monodentate calculations on Pb44S44 could also be ran with the other 

carbonyl-based ligands (ligands 2-5) in the same configurations as the results presented in this 

work. Overall, in order to obtain well-rounded data, the IP of numerous configurations with the 

same ligands attached should be calculated and the results compared. This will allow for well-

rounded, accurate data to be obtained and analyzed.  

 

Furthermore, the same monodentate calculations on Pb4S4 can be run without all of the lead atoms 

saturated utilizing the same ligands to determine if the same trends are seen. This means attaching 

one, two, or three ligands to different lead atoms and comparing the results with the fully saturated 

Pb4S4 atom. In addition, these calculations can be run with different types of ligands, such as sulfur 

to nitrogen-based ligands, to see if this effects the IP trend produced.  

 

Finally, the bridged and chelating ligand calculations can be performed on the same Pb44S44 

system, but different configurations can be tested to determine if the same trends are seen. These 

configurations can also be tested with the other carbonyl-based ligands utilized in this work to 

determine if the number of methylene groups has an impact on this calculated IP. In addition, the 

ligand configurations used in this work can be tested on different size lead sulfide quantum dot 

systems. The results can be compared with those obtained in this study to test its widespread 

applicability.  
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6. Conclusion  

This project determined the effect that the size of different lead sulfide quantum dots had on IP 

using the SSE-MO method. It was concluded that as the size of the quantum dot increases, the IP 

generally decreases. In addition, the effects of different sizes and types of carbonyl-based ligands 

on IP were demonstrated. When ligands were added to the bare Pb4S4 core, the IP of the system 

increased. It was also seen that the ligands alone have a higher IP than when they are attached to 

the bare lead sulfide core. When analyzing the ligated Pb4S4 system IPs it can be determined that 

the CH2 groups of the carbonyl-based ligands do not have a large impact on the ligands when they 

are alone, but they have a notable impact on the overall IP of the Pb4S4 system. The addition of 

these ligands changed the geometry of the Pb4S4 bare cores, making them more compact, which 

caused an overall decrease in the IP of the systems. Therefore, the addition of ligands to Pb4S4 

makes their bare core more reactive.  

 

The addition of bridged, monodentate, and chelating ligands to the Pb44S44 system increased its 

overall IP. This means that the addition of any form of carbonyl-based ligand stabilizes this system. 

This was seen with both Pb44S44 and Pb4S4 when monodentate ligands were added, meaning that 

the addition of ligands stabilizes the lead sulfide system. The bridged ligands, where both oxygens 

from the ligand were attached to separate lead atoms, had a higher IP than that of the non-bridged 

and chelating ligands. This means that the addition of bridged ligands is more stabilizing than the 

addition of monodentate and chelating ligand bonding patterns. The calculated IP for the chelating 

ligand systems was the lowest, meaning this configuration is the least stabilizing.  
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The addition of any form of carbonyl-based ligands to Pb4S4 and Pb44S44 stabilizes the systems. 

From this work, it is shown that IP can be used as an experimental technique to determine the 

bonding pattern on system surfaces and as a method to help predict the materials and conditions 

necessary for nanomaterial manufacturing.  
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