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Abstract 

This project examines the spatial network properties observable from geo-located 

tweet data. Conventional exploration examines characteristics of a variety of network 

attributes, but few employ spatial edge correlations in their analysis. Recent studies have 

demonstrated the improvements that these correlations contribute to drawing conclusions 

about network structure. This thesis expands upon social network research utilizing spatial 

edge correlations and presents processing and formatting techniques for JSON (JavaScript 

Object Notation) data. 
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Chapter 0: Introduction 

0.1 Networks 

A network, also known as a graph, is a space occupied by points which may or may 

not be connected to each other in a particular order. A node (also called a vertex, site, 

member, or actor, depending on the field of study) is modeled by a single point in a 

network. It can represent a person, a neuron, a 

landmark, and many other things that can be 

connected to another node in space. The connections 

between nodes are known as edges (also called 

bonds, links, or ties). Edges may represent a cable 

between two devices, a friendship, a wave, or many 

other things that could connect two or more nodes together. It’s worth noting that edges 

cannot be formed in the absence of nodes. In most cases, at least two nodes are required to 

be present for an edge to be formed. When an edge is found connecting one node to itself, 

it’s called a ​self-edge​. Self-edges have no direction and usually appear as a loop in a 

modeled network [7]. 

Edges in a network may be unidirectional, indicating a one way transfer of 

something. Think of a network of gutters along the roads. Water goes in, but doesn’t come 

out. This is known as a ​directed network.​ Alternatively, edges may be bidirectional, allowing 

free transfer between nodes. Networks consisting of these edges are known as ​undirected 

networks​ [7]​.​ Relationship networks generally work this way, allowing bidirectional 

communication between pairs of friends. 
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Edges can also carry a weight. In a ​weighted network​, edges may be associated with 

different values. The value could represent the frequency a path is used between two nodes 

or the strength of the connection. In an ​unweighted network​, all edges are equal in value 

[7]. The twitter data analyzed in this project was parsed into an undirected, unweighted 

network to reduce the sample size. 

 

0.2 Network Properties 

Certain trends and tendencies may be analyzed to make predictions as to how a 

network might behave. These properties describe how efficient a network is at keeping all 

of the members of the network connected. Some of the most commonly used metrics 

include: average degree, characteristic path length, and clustering coefficients. 

 

0.2.1 Degree 

One of the simplest things that can be measured from a graph is the ​degree ​of a 

node. The degree is the number of edges an individual node has connecting it to other 

nodes within the same network [7]. Nodes with a high degree (also called popular nodes) 

often act as hubs that provide a 

lot of structure for the network. 

In Figure 2, node 3 acts as a hub, 

being directly connected to the 

most nodes. 
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The “/” was selected as a place marker to denote the separation between 

coordinates because of its absence from the original data and to ensure ease of visibility 

and identification for metric calculations. As an example, the Average degree script from 

Appendix F is able to quickly count the number of “/”s that appear plus 1 to determine the 

degree of each node in the network. 

 
 
2.3.5 Visualization 

To help visualize the tweet data, the coordinates were plotted using the basemap 

toolkit from the matplotlib library [4]. Plotting of the parsed coordinate data ensures that 

the network follows expected trends. As you can see from the network above the high 

concentration of red lines depicts large, tech savvy cities as more densely populated with 

nodes and edges. The script for obtaining this plot can be found in Appendix D. 
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Chapter 3: Self Edge Correlation 

3.1 SEC Definition 

The self edge correlation, or SEC describes the clustering of a node’s neighbors. The 

following formula calculates the probability of two randomly selected neighbors of a node 

of interest being physically near each other [2]. 

(n) ρs ≡ Γ(n)| |
1+(Γ(n))

 

| (​n​)| represents the number of global neighbors of a node (​n​) while  is theΓ (Γ(n))   

average number of local nodes to a randomly selected neighbor of n. 

 

The inverse of the SEC for a node, 

, describes the number of effective(n)  1/ρs  

‘clusters’ that exist global to node ​n. 

Computation of these metrics on large, 

edge dense, networks can be extremely 

processor intense, making the ​average SEC 

a more reasonable property to employ in 

spatial network analysis [2]. This process 

involves calculating the individual SEC’s of each node and averaging the resulting values. 

The SEC calculation in Appendix H utilizes the above formula to calculate the SEC for global 

neighbors of the network defined by a cutoff distance described in the next section. 
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3.2 Cutoff Distance Calculation 

Defining the cutoff distance for a network is generally arbitrary, though some 

information can assist in determining its value [2]. I decided to start with a cutoff distance 

that would be representative of the most common distance the average american was 

willing to travel, about 16 miles [5]. Though the research determining this average distance 

was conducted in 2005, it yielded acceptable SEC values with an average of .452. The 

inverse of this value describes the global neighbor tendency to cluster in 2.2 regions of a 

particular node. I decided to experiment with a few different cutoff values to replicate the 

evolution of average work distances in more recent times, but the average SEC for smaller 

and larger distance cutoffs indicated lower SEC. This could be due to a number of reasons 

that will be discussed in the next chapter. 
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Discussion 

While working with data that requires multiple steps before reaching a point of 

analysis, it’s useful to have test data to check a scripts’ reliability. A few times during this 

project, my scripts were returning values that appeared to be credible, but upon deeper 

inspection proved unrepresentative of the intended analysis. Many of the issues were the 

result of syntax errors or index misalignments when retrieving an item from a list. 

Sometimes it’s impossible to check for all exceptions, especially with large sets of data, but 

having a team or computer scientist helps to keep things running smoothly. 

This project focused heavily on the formatting of data for spatial network analysis 

and aimed to describe the possibilities of using modern social network data. Though the SEC 

values were lower than expected, this could be attributed to the sample limitations. Users 

must opt-in to sharing their locations when sending tweets and there is no guarantee that 

the user they mention also elects to keep their location public [6]. The complexity of the 

SEC equation converted to script form in Appendix H might also contain errors as it was the 

most complicated computation-wise.  
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Conclusion 

The data extraction process for this project took about 2 weeks of processing time to 

transform billions of tweets from raw JSON format to the ~50k tweets of cleaned data. 

Script optimization and corrections further reduced the time that could be dedicated to a 

more thorough analysis of the data. Future work could benefit from experimenting with 

cutoff distances to produce more accurate clustering behaviors as well as increasing the 

sample size to include less precise location data.  

Network research tools have evolved to take advantage of our increasingly 

data-driven world. Spatial metrics of US twitter data can more accurately describe the 

relationships that exist between users based on their physical locations. This information 

could be used to implement targeted marketing strategies or more accurately locate people 

of interest. As SEC describe the relationships between the neighbors of a node, one could 

use this metric to make predictions about the node’s future location or the potential 

locations that new neighbors are likely to appear. 
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A. Retrieval Script 

 

 

 

 

 

 

 

 

 

 

23 



 

A. (continued) 

 

 

 

 

 

 

 

 

 

 

 

24 



 

B. Assigning Locations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Removing Duplicates 
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D. Plotting 
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E. Formatting 
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E. (continued) 
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F. Average Degree 

 

 

 

 

 

 

 

 

 

G. Clustering Coefficient 
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H. SEC Script 

 

30 


