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Abstract

In many applications of graph analytics, the optimal graph construction is not
always straightforward. I propose a novel algorithm to dynamically infer a graph
structure on multiple time series by first imposing a state evolution equation on the
graph and deriving the necessary equations to convert it into a maximum likelihood
optimization problem. The state evolution equation guarantees that edge weights con-
tain predictive power by construction. After running experiments on simulated data, it
appears the required optimization is likely non-convex and does not generally produce
results significantly better than randomly tweaking parameters, so it is not feasible to
use in its current state. However, I discuss potential improvements and suggestions as
to how the algorithm could become feasible in the future.

1 Introduction

Graph theory is a flexible mathematical language for modeling the relationship between
different entities. While it is a vague description, it draws its power from this – providing a
framework for analyzing problems ranging all the way from social network analysis [25] to
modelling natural language [27].

Once one has a graph structure, one can apply a plethora of algorithms to understand
the statistics of the graph – which entities are the big players, how strongly connected are
each of the entities, how many hops would it take to get from one end of the graph to the
other, and many more. Said statistics can be fed into graph machine learning pipelines to
create incredibly powerful predictive and generative models.

However, as with all data science, data analysis on graphs largely adheres to the tried
and tested principle of “garbage in, garbage out.” Choosing exactly how to structure your
graph involves a plethora of design choices: what are the nodes intended to represent? What
information do the edges encode? Should the edges be weighted? Should the graph be sparse
or dense? State-of-the-art graph machine learning methods cannot fix a poorly constructed
graph.

As a motivating example, consider the fictional stock movements presented in Figure 1.
Companies ABC, EFG, and XYZ all have stock values that change over time. Presumably,
they have some sort of influence on each other. Each node in the graph represents a time
series of that particular company’s stock price. The question that motivates this study is to
determine whether it is possible to learn weights on the edges connecting the nodes using
said time series data. These weights should have some tangible interpretation on how the
graph evolves in time – how it moves from Period 1 to Period 2, from Period 2 to Period
3, and so forth. That is, the edge weights explicitly contain predictive power. As such, a
construction of this form would be incredibly valuable for anyone working with potentially
connected time series data.

Figure 1: Simple example of fictional stock movements to motivate the study.
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As will be discussed in section 2, current methods in this field either rely either on graph
neural network (GNN) methods or static methods where statistics are computed over a
sliding window. This paper attempts to provide a new lens into this field with its dynamic
model, applicable to any field in which multiple time series are involved. This alternative
construction provides a new design choice for imposing graph structures on time series, where
the edges explicitly encode information on how the nodes evolve at each point in time.

In Section 2, I provide a high-level overview of graphs, as well as some mathematical
definitions of graphs and some node features. I then discuss some of the applications of
graph theory before pivoting into a discussion of the problem at hand in this project: how to
optimally infer edge weights for a graph whose nodes represent different time series, with the
goal of modeling the relationships between the time series by considering how they evolve
together in time. Within this discussion, I discuss a possible application of this model in the
analysis of financial markets.

After the background, I present the novel methodology – a nonlinear Gaussian noise
model that learns through stochastic gradient descent a graph and a Gaussian covariance
matrix dynamically based on how different series move together in time. Following the
methodology, I present the results of the algorithm and conclusions to be drawn from it.

Past the conclusions section is the Appendix, where all of the mathematical work is
done. In the Appendix, I assume some familiarity with matrix calculus. I invite the reader
to consult the Matrix Cookbook [22] as a reference.

The interested reader may find the code used for this paper available on my GitHub
profile1.

2 Background and Literature Review

Graph theory as a field, while widely applicable, is seldom discussed outside of its direct
applications. As such, it is customary in many papers to give an overview of the field
in the interest of being self-contained. This section first takes a pedagogical approach to
familiarizing the reader with graphs, and then discusses some of the past work in the field
of inferring graph structures from data.

Readers familiar with graph theory may skip to Section 2.3. For those familiar with
graph machine learning and its applications, the content most relevant to this study begins
at section 2.3.3.

2.1 A High-Level Overview of Graphs

A modern understanding of the world, whether quantitative or qualitative, seldom permits
the ability to understand phenomena in isolation. One of the most prominent ways this is
seen is in the humanities, where scholars will attempt to understand issues as the complex
combination of multiple causes. A popular example is Mark Juergensmeyer’s Terror in the
Mind of God [8], where he attempts to understand global violence and terrorism through the
intersection of politics and religion – two somewhat disparate topics with a sizable overlap.
Looking at each factor alone, while informative, cannot provide the full picture. Rather,
it is the relationship between factors that can often provide informative signals towards the
truth.

So, how does this method of inquiry manifest itself in quantitative terms? The idea is
rooted in an application of graph theory, one of the most flexible fields of mathematics. We
represent the objects we wish to understand as agents, or nodes, in a network (henceforth
referred to as a graph). These nodes are connected to each other via edges that categorize
and/or quantify the relationship between them. For example, in a graph describing things
we might see in a suburban neighborhood, we might have a node for “person” and “car”.
How might we write the relationship between them? We might write,

person
DRIVE−−−−→ car,

where “DRIVE” is a type of edge connecting the “person” and “car” nodes, denoting
that “DRIVE” is an action that “person” can take with “car”. Similarly, we might have
another edge

1https://github.com/AbhiUppal/seniorthesis
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person
FIX−−→ car,

denoting that “person” can also fix the object represented by “car”. As a final example,
we might have

car
PARK IN−−−−−→ driveway,

denoting that “PARK IN” is also an action that the object represented by “car” can take
with the object represented by “driveway”. Following this process to construct more nodes
and edges, we may end up with a graph that describes pretty well how the components of
a suburban neighborhood might act with each other, giving us a clear picture of how they
might operate on a day-to-day basis.

Figure 2: Simple Heterograph Toy Example

In this toy example, we easily understand what each of these nodes and edges represent.
It may seem pointless to go through this exercise, but the importance lies in how we abstract
from this model. What if we didn’t aptly name the nodes, but created a set of nodes V =

{1, 2, 3, . . . , n}, but we kept the same relationships? So, 1
DRIVE−−−−→ 2, 1

FIX−−→ 2, and 2
PARK IN−−−−−→

3. From a mathematical perspective, assigning the word “car” is just as arbitrary as assigning
the number 1 to a node. In a similar sense, the edge names “DRIVE”, “FIX”, “PARK IN”
are also completely arbitrary. They make sense to us, given our learned experiences of the
world, but I easily could have written them in Cyrillic, Hebrew, or a niche dialect of Hindi.
The point is, the exact label has no real meaning from a mathematical perspective – they
are just labels that keep everything organized. Regardless of what the labels are, they stay
consistent – and that’s what encodes the information.

The big picture, now, is that we have a bunch of objects, which we refer to as nodes
or vertices, all interacting with each other. These interactions are encoded by edges. The
collection of objects (nodes) and interactions (edges) form a system (graph).

Graph theory provides a mathematical framework for working with structures like these.
A graph with multiple edge (and/or node) types, as we saw in the above example, is called
a heterogeneous graph, or heterograph. Since the relationships all run in one direction,
we call it a directed graph, or digraph (that is, person can drive car but car cannot drive
person). If a graph is not directed, we creatively call it an undirected graph.

Edges need not always encode a qualitative relationship. If we let the nodes of a graph
be random variables V = {X1, X2, ..., XN}, then we can define edges between them such as:

eij =

{
1 if Xi and Xj are drawn from the same distribution

0 if not

This creates a graph with binary edges – 0 if the nodes are not connected, and 1 if they
are connected. One could alternatively define weights on these edges. We could, say, define

eij =
cov(x, y)

var(x)var(y)
,

which would produce values in the interval eij ∈ [−1, 1]. These edges are said to be
weighted, in which case we have a weighted graph. At this point, it is worth noting that
there is no one correct way to construct a graph between a set of nodes. One construction
may be useful for some applications, and another may be useful for others. This is a design
choice that has to be made by the person using the graph to solve a specific problem.
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2.2 Concrete Definitions

This section will define many of the terms used throughout the paper

Definition 2.1 (Graph). A graph G = (V,E) is an ordered pair consisting of a set of nodes
(vertices) V and a set of potentially ordered pairs of nodes (called edges) E. An ordered
pair (i, j) represents an edge from node i to node j. Order does not matter in an undirected
graph.

It is often useful (and it will be in this paper) to construct a representation of a graph
as an n× n matrix, where n is the number of nodes:

Definition 2.2 (Adjacency Matrix). An adjacency matrix is a representation of a graph
as an n × n matrix, where each entry Aij denotes the existence (or lack thereof) an edge
between from node i to node j.

Definition 2.3 (Neighborhood). The k-hop neighborhood of a node u of a graph G = (V,E)
is the set of all nodes within k hops of the node u. A 1-hop neighborhood of u are all of the
nodes u is directly connected to. The 2-hop neighborhood contains the 1-hop neighborhood
as well as all direct connections of each of those nodes, and so on. For a 1-hop neightborhood
of a node u, I denote this as N (u). For a k-hop neighborhood, I denote this as N k(u).

Note that the adjacency matrix can encode relationships for both directed and weighted
graphs. If G is a directed graph, then A need not be symmetric (there can be an edge from
node i → j but not from node j → i). If G is a weighted graph, then each entry Aij in the
matrix will not be binary, but rather the edge weight between nodes i and j. For unweighted
graphs, self connections (nodes connecting to themselves; elements on the diagonal of the
adjacency matrix) are typically counted as 2 rather than 1.

Any given row i or column j describes the 1-hop neighborhood (direct neighbors) of node
i (or j). That is, all nonzero entries in row i correspond to nodes within one hop of node i.
If we want to examine a 2-hop neighborhood of a node i, we can similarly look at row i, but
not in A – rather, we look in A2. For a k-hop neighborhood, we can look at row i of Ak. A
proof is provided in Chapter 2 of [5].

Naturally, once one has a graph, one may be interested in some of the descriptive features
of the nodes in the graph (as well as the graph as a whole. I provide a quick overview of some
of the common definitions of node features, but refer the reader to [17] for a more detailed
explanation of graph feature generation.

Definition 2.4 (Node Degree). The degree of the a node in a graph G = (V,E) is the sum
of the outgoing edge weights:

du =
∑

v∈N (u)

Auv.

For a directed graph, one must make the distinction between the in-degree and the out-
degree of a node, since Auv 6= Avu in general. Performing this sum for Auv (edges going from
node u to node v) corresponds to the out-degree, and the sum for Avu corresponds to the
in-degree (edges going from node v to node u).

Node degree is often used when considering the importance of a node in a graph – that
is, more important nodes tend to be more densely connected. However, alternative measures
exist to measure node importance – particularly centrality measures such as betweenness
centrality, closeness centrality, and eigenvector centrality.

2.3 Why Graphs? Applications of Graphs

Graphs are a general language for describing and analyzing disparate entities with interac-
tions and potentially nontrivial relationships. They are simple as a data structure, but have
a wide variety of applications that stretches nearly as far as the imagination can stretch
[5]. Part of the power in graph formalisms is that the data structure inherently models
relationships between different points, as opposed to just the properties of individual points.

Modern methods in graph machine learning such as Graph Convolutional Networks
(GCN) [11] and GraphSAGE [6] allow one to consider both the graph structure and features
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of the individual points in machine learning pipelines – effectively increasing the potential
predictive and explanatory power of machine learning models for any datasets that can be
seen as a graph.

This same formalism can be used, for example, to represent molecules in biological re-
search and machine learning, social networks, interactions between drugs and proteins, and
relationships between internet pages. In some previous work in the literature, as well as
some of my own work, graph structures are used on financial markets where nodes represent
individual time series and edges represent some sort of quantititative relationship between
the two time series.

2.3.1 Classical Algorithms and Statistics

One of the most famous examples is Zachary’s Karate Club network [32], in which Wayne
Zachary studied a graph where nodes represented members of a karate club, and binary edges
represented whether or not two individuals socialized outside of the club. Zachary attempted
to split the club into two factions and predict which nodes would fall into each given the
graph structure. This is a classic example of a task known as community detection, which
attempts to identify communities in graphs (densely connected clusters of nodes) and which
nodes belong to said communities.

A classical algorithm that can be run on graphs is known as PageRank [20], which was
initially developed by Google. As surprising as this may sound, this algorithm was designed
to rank pages. Specifically, it assigns a score to each node based on how likely a random
walker strolling through the graph is to end up at that node. Applying this algorithm with
some slight modifications is how Google knows how to rank pages when showing the results
of a search query. The first result is the node with the highest PageRank score, the second
is the node with the second highest PageRank score, etc.

The beauty of this algorithm is twofold in that it can be computed fairly efficiently, and
it can also be easily applied to graph datasets that represent completely different things (we
see the power of using a common data structure now)! Given a vector of initial guesses for
PageRank scores ~r0 and a stochastic transition matrix G that we can easily compute with
the adjacency matrix, we can update our guess for the PageRank value as

~rn+1 = G~rn,

and the PageRank score itself is simply the stationary distribution of the transition
matrix. That is, the ~r such that

~r = G~r.

So, in order to calculate the PageRank scores of each of the nodes in a graph, all one
has to do is trivially compute a transition matrix G and apply this to some initial guess ~r0
repeatedly until the solution converges – that is, ‖rn+1 − rn‖ < ε for some small ε > 0. This
process is known as power iteration, which depends on repeated matrix multiplication
– a relatively efficient process in modern computing. One may also recognize this as an
eigenvalue problem, where ~r is the eigenvector that corresponds to the eigenvalue 1 of the
matrix G.

The key point of this exposition into PageRank is to show that, with a simple algorithm
that can be computed fairly efficiently, we now have a system of ranking the most important
nodes in any graph, regardless of what it may represent! Of course, modifications have
to be made for more complicated graph structures such as heterographs, but the basic idea
remains. Oftentimes, one of the first things that should be done when analyzing a new graph
is to first look at the distribution of node degrees, and then look at PageRank scores.

Other work, such as [2], applies graph theory to epidemics. Specifically, it uses an SIR
model for epidemic spreads [9] on graphs, assuming that the graph’s evolution in time accords
with the SIR model. With this in hand, they are able to show that the model can “turn
back the clock” and infer patient zero in an outbreak given a snapshot of the graph at an
unknown point in time after the beginning of the epidemic.

2.3.2 Graph Machine Learning

So, classical algorithms are already powerful, but the real beauty of having graph representa-
tions is the realm of graph machine learning. These are incredibly powerful models that
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utilize graph structures, and potentially features associated with nodes, to perform a classi-
fication or regression task. There are many tasks possible for machine learning algorithms,
but the three most common tasks are

Node classification: Classify each node as a member of a pre-defined group. An
example of this would be to determine whether or not each person in a social network owns
a car.

Edge prediction: Given an incomplete graph (a subset of edges), predict what edges
should be added to complete the graph. An example of this would be to determine which
users should become friends in a social network based on their profile characteristics and
who they are already connected to.

Graph classification: Assign a classification label to the graph as a whole. If each
graph in your dataset represents a molecule used to treat a disease, the classification task
could be used to determine whether or not that molecule is toxic for the human body.

There are additional complications that come with using graph data (e.g., how does one
determine how to perform a train/test/validation split for a graph dataset?). For a review of
graph machine learning methods, the interested reader should look at [31]. For an in-depth
dive into graph neural networks, see [33].

2.3.3 Learning Graph Structures

To this point, we have seen some of the incredibly useful features of graphs, including but
nowhere near limited to being able to describe relationships between entities, incorporate
said relationships into machine learning pipelines, and providing a common data structure
for complex relationships.

While these structures are evidently important, the question then becomes how we can
obtain a graph structure in the first place? In some cases this may be trivial – if we want
an unweighted, undirected graph of friends in a Facebook network, then we can simply let
an edge between two nodes (people) be 1 if they are friends and 0 if not.

But what if we wanted to quantify the strength of their friendship in an interval [0, 1],
where 0 represents complete strangers (unconnected) and 1 represents best friends? Quan-
tifying this relationship may become slightly more difficult and would largely depend on
the available data. Maybe you could quantify edge strength based on messaging frequency.
Perhaps by profile views, or maybe a combination of the two. The key takeaway here is that
there is not necessarily one correct way to construct a graph. Even when a graph is con-
structed, it is often subject to some sort of measurement error that requires reconstruction
methods based on generative models to correct [21].

We then turn to the key question: how can one define and learn optimal edge weights
from the data? The anticlimactic answer is: it depends. The long answer is that the
use case generally dictates what we mean by “optimal.” If we are discussing measuring
friendship strength in a social network, then modeling friendship strength with messages
and interactions might be a great way to do this. But in the case of a network of moving
objects such as particles, one may want to instead define edge weights to be stronger if
the particles move together closer in time. For example, [10] describes a Neural Relational
Inference model for interacting systems using graph neural networks, which is applied to
data on particle trajectories as well as player trajectories in pick-and-roll basketball plays.
From this, one can observe the strength in graph inference algorithms in action – once a
solid algorithm is developed, it can be applied to a variety of seemingly disparate tasks.

In this paper, I devlop a framework that focuses particularly on use cases based on
studying how nodes move together in time. I aim to construct graphs in which the nodes
represent objects that have time series data associated with them, where the edges represent
a similarity measure detailing how they evolve together in time.

This type of work, while relatively new, is not completely novel. Graph Signal Processing
(GSP) is a broad field that deals with processing data associated with nodes on a graph.
One subfield of this is graph learning, which deals with how to infer a graph structure from
data when a graph structure may not be inherently obvious. An overview of this, as well as
GSP as a whole, can be found in [19]. An example of graph learning is [16], which attempts
to learn a weighted, directed graph encoding causality from unstructured time series data.

Alternative approaches exist, such as [28]. In it, Stepaniants et al. note that the problem
of graph inference is ill-posed in that there are multiple viable graph structures that can
be used to describe the behavior of the same dynamical system. To remedy this, they
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describe a graph learning algorithm that works by considering how the behavior of the
nodes change after a perturbation at one of the other nodes. Modeling how the nodes react
to perturbations, the authors claim, helps to disambiguate and clarify what the true graph
structure behind the data.

2.4 Financial Market Graphs

A possible application of these methods is learning a graph structure on financial markets
(particularly a subset of the U.S. stock market).

The study of graph structures on stock markets is popular among many disciplines –
publications of which stem from journals that cover machine learning, information geometry,
econophysics, statistical physics, econometrics, and behavioral finance [23]. However, most
of the interest in this subject stems from Mantegna’s 1998 seminal paper [13] Hierarchical
Structure in Financial Markets. In this paper, he introduces the idea of learning a meaningful
topological structure on stock returns in financial markets, and chooses to represent said
topological structure via a graph. Specifically, he chooses to represent them via a minimum
spanning tree (MST):

Definition 2.5 (Tree). A tree is a graph with no cycles in which there is exactly one path
between any two points.

Definition 2.6 (Minimum Spanning Tree). A minimum spanning tree is a tree-structured
subgraph T of a graph G = (V,E),with edges selected such that their weights are as small
as possible.

Mantegna begins with a selection of stock series he wishes to model the relationship
between, represented as time series of prices Pi, where i represents a particular stock. To
ensure stationarity, he transforms each series i to be the difference in logged prices between
the current and previous period:

Ri(t) = logPi(t)− logPi(t− 1).

He hopes to capture relationships in the graph by considering how these log returns move
together over a sliding window. To achieve this, he uses the Pearson correlation, specialized
for capturing linear correlations. This is defined by

ρ(i, j) =
cov(i, j)

var(i)var(j)
,

where cov represents the covariance between series i and j, and var represents the variance
of a series. This coefficient can range from -1 (two series are completely anti-correlated) to
1 (two series are perfectly correlated), with 0 representing no correlation between the two
series. Since this is not a Euclidean metric (−1 ≤ ρ(i, j) ≤ 1), the correlation coefficient can
be transformed into angular distances:

d(i, j) =
√

2(1− ρ(i, j).

Once these distances are computed, we can compute an MST using one of many algo-
rithms, such as Kruskal’s Algorithm [12] [23]. See Figure 3 for an example of one of the MSTs
constructed in Mantegna in his experiments. Once one has a market graph, there are many
applications. For example, one may want to compute graph features and integrate them into
a machine learning pipeline. However, there are other applciations beyond machine learning.

Mantegna motivates the usage of an MST to model financial markets by attempting to
discover a hierarchical structure through which they implicitly operate. In such a structure,
parts of the MST tend to be strongly connected, which tend to be stocks that belong to the
same industry (financial services, electrical utility companies, automobile manufacturers,
etc.). These stocks, which tend to be at the leaves of the trees, are typically affected by
economic factors relevant to their particular industries. More central nodes, on the other
hand, tend to be influenced by more factors, and are therefore usually more unpredictable
and risky investments. However, none of these results are shown mathematically – they are
derived from empirical data collected from 1989 to 1995.

In [18], Onnela et al. show that the optimal Markowitz (risk-minimizing) portfolio almost
always lies on the leaves of the tree (nodes with only one incoming edge). In [24], Sandhu et
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Figure 3: Example MST computed by Mantegna in his paper Hierarchical Structures in
Financial Markets.

al. generalize the differential geometric idea of Ricci curvature to graphs and show that the
average Ricci curvature of a market graph (with stocks as nodes) increases drastically during
financial crises. They also briefly explore the relationship between minimum risk Markowitz
portfolios and the curvature of the graph.

However, the methodology presented above does not come without issues. While both
the algorithm and the metric are relatively quick to compute, they tend to be statistically
weak. The MST is known to be unstable, which may be in part due to the fact that the
Pearson correlation is brittle to outliers and may not be preferable to other metrics such
as a distance derived from the Spearman correlation or distances designed for working on
i.i.d. random processes [15][14]. These are some of a whole host of different potential issues
with the methodology. I invite the reader to look at [23] for a comprehensive review of the
problems and potential solutions.

Among the solutions mentioned in the above papers, one may opt to instead use a
metric that better captures nonlinear relationships such as the Brownian distance correlation
[30], or a directed graph based on Granger causality [3]. However, while they are certainly
informative, nonlinear metrics have a drawback in that they take much longer to compute
than their linear counterparts.

In the case of the algorithm, several alternatives have been suggested to remedy Man-
tegna’s original algorithm. An example of such is a dynamic spanning tree (DST), designed
to tackle the stability problem of the MSTs by capturing the fact that correlations vary over
time within the algorithm itself [26]. There also exist maximum likelihood methods [4] that
define clustering non-parametrically based on simple 1-factor models that do not need to
specify the number of clusters a priori.

All to say, graphs and statistics related to graphs can have useful and interpretable
implications for someone hoping to understand and/or predict the behavior of a financial
market, or simply make risk-minimizing portfolio management decisions given recent market
data. The novel approach to graph learning provided in this paper provides a potential basis
for a new exposition into understanding financial markets through learning graphs where
edges encode information about how the graph evolves as a whole.
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2.5 The Goal and Novel Introductions

The goal of the project is to represent different time series as nodes in a graph, and using
the data of the time series to learn weighted, undirected edges between these nodes. The
key here is to not use some heuristic metric (e.g., using something like angular distance), but
rather learn the edge weights through a process that explicitly considers how each node’s
value changes at each time step with respect to each other. So, instead of just computing the
correlation over a window and calling that an edge weight, I use a noisy model to determine
how each node evolves both by itself (noise) and in relation to other nodes (edges). This
means that the inferred edges of in this type of graph encode predictive information on what
values nodes will take in the future. As noted in Section 2.1, there is no one correct way to
create a graph. It is a design choice. This sort of dynamic graph generation process is, to
the best of my knowledge, a novel introduction to the field of graph learning.

The rest of this paper proceeds as follows: I first define a mathematical model describing
how, under certain assumptions, it may be possible to infer a graph structure on a collection
of time series. Next, I describe an experiment setup on simulated data to test if the method
works. Finally, I present and interpret the results, and offer some concluding remarks to the
viability of this algorithm and other modeling concerns.

3 Methodology

As in the models discussed earlier, I start with a dataset of n time series with a defined
frequency, with the discrete time index taking values in t ∈ {0, 1, 2, . . . , T}. Index the nodes
with i ∈ {1, 2, . . . , n}. Then, at each point in time t, each node i has value xi(t). Each xi(t)
can be collected into an n× 1 vector ~xt, where the i-th element in ~xt is xi(t). The collection
of all nodes will be referred to as the system, while the vector ~xt will be referred to as the
state vector at time t.

The approach taken in this paper assumes that these nodes are connected via an unknown
graph that determines the time evolution of the entire system. I represent this graph as an
adjacency matrix A. Each element in A, Aij, represents the relative influence of series j
on the value of series i. This is counterintuitive relative to what one would expect from a
directed edge, but this result is simply derived from an interpretation of the influence of Aij
in the product A~xt.

Additionally, let µ : Rn −→ Rn be some differentiable function acting on a vector (for
example, element-wise tanh). The purpose of this function is to add some additional (poten-
tially nonlinear) effects to expand the flexibility of the model. µ acts on the vector product
A~xt and determines the final step of deterministic time evolution of the system.

Some constraints must be placed on A, µ, or both in order to prevent the state vector
from blowing up. In the case of modeling stationary series, one may be able to set A to
be a contraction mapping (defined below), especially if µ is just the identity map. Another
alternative would be to set µ’s range to some finite subset of the real numbers. It may be
possible to learn µ from data, which may require a neural network due to its potentially
nonlinear nature, but this is beyond the scope of this paper. For the purpose of this study,
I set µ to be an element-wise tanh function, which has range [−1, 1], to add in some non-
linearity to the state evolution.

Definition 3.1 (Contraction Mapping). Let d be a metric (distance function) on a set
M . That is, d(x, y) represents a distance between points x and y for x, y ∈ M . Then a
function A : M → M is a contraction mapping if there exists a constant k ≤ 1 such that
d(Ax,Ay) ≤ kd(x, y)

On top of the effect of the adjacency matrix A on the time evolution of the system, I also
introduce a noise factor. Let ~ηt be an n×1 vector of Gaussian noise at time t with covariance
matrix C = In, the n-dimensional identity matrix. However, the noise in one node may affect
the noise in others through a second network (on the same nodes), represented by another
adjacency matrix B. Similar to A, an element of this matrix Bij indicates the extent to
which the value of noise in node j influences the value of noise in node i. So, independent
noise is generated for each node through an i.i.d Gaussian process, and the noise is then
mixed together through the network represented by B.

The main goal of this paper, then, is to develop a mathematical and computational
framework for simultaneously inferring A and B from the time series data associated with
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each of the nodes. The key assumption is that the state vector of the system evolves according
to the following state evolution equation:

~xt+1 = µ(A~xt) +B~ηt (1)

Another way to interpret the adjacency matrices with Equation 1 in mind is to note that
A is an adjacency matrix that holds information on deterministic state evolution. The matrix
B, on the other hand, is an adjacency matrix that encodes information about correlated noise
and “explainable randomness” in the system.

Since ~η is drawn from a multivariate Gaussian distribution, this state evolution equation
is an affine transformation on said distribution. That is,

~xt+1 = µ(A~xt) +B~ηt ∼ N (µ(A~xt), BB
>). (2)

Writing this out in its functional form gives

P (~xt+1|~xt, A,B) =
1

(2π)
n
2

1√
|BB>|

exp
[
−1

2
(~xt+1 − µ(A~xt))

>(BB>)−1(~xt+1 − µ(A~xt))
]

(3)

In order to prevent issues associated with floating-point precision in later computations,
a log-likelihood function can be derived by taking the logarithm of both sides:

log y = logP (~xt+1|~xt, A,B)

= log
T−1∏
t=0

p(~xt+1|~xt, A,B)

=
T−1∑
t=0

log p(~xt+1|~xt, A,B)

(4)

Which then expands to

log y =
T−1∑
t=0

log((2π)−
n
2
) + log(|BB>|−

1
2 )− 1

2
(~xt+1 − µ(A~xt))

>(BB>)−1(~xt+1 − µ(A~xt))

= −1

2

T−1∑
t=0

n log(2π) + log(|BB>|) + (~xt+1 − µ(A~xt))
>(BB>)−1(~xt+1 − µ(A~xt))

(5)

This allows the treatment of extremely small probabilities without having to worry about
floating-point precision in computer systems. For example, a log-likelihood of −100 corre-
sponds to a probability of e−100 ≈ 3.72 × 10−42, which is incredibly small. Computers are
notorious for making errors in floating point calculations even after 12 or 15 decimal places,
making it absolutely essential to perform this transformation.

I then take gradients of the likelihood function in Equation 5 with respect to both A and
B, and then optimize their parameters via gradient descent. See Appendix sections A.3 and
A.6 for details on the derivations.

Taking the derivative with respect to the (i, j) element of A gives

∇A log y =
∂ log y

∂Aij
= −

T−1∑
t=0

~xt,i[µ
′(A~xt)]j[(BB

>)−1(~xt+1 − µ(A~xt))]j, (6)

Taking the derivative with respect to the (i, j) element of B gives

∇B log y =
∂ log y

∂Bij

= −TBijBjj−

1

2

T−1∑
t=0

n∑
k=1

n∑
l=1

(~xt+1 − µ(A~xt))k(~xt+1 − µ(A~xt))l

[
(BB>)−1ki [B−1]jl + (BB>)−1il [(B>)−1]kj

]
.

(7)

With these gradients in hand, the likelihood function can be optimized with respect to
the matrices A and B, and use the result to obtain an optimal graph representation of the
time series data.
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4 Time Complexity

A particularly astute reader may notice that the required computations for even a single
step of gradient descent are incredibly intensive.

Note that each matrix, A and B, are of dimension n×n. Square matrix multiplication and
inversion, via the standard algorithms (textbook matrix multiplication and Gauss-Jordan
elimination) each have a computational complexity of O(n3). Algorithms exist that optimize
each of these to around O(n2.4) [1], but as I cannot be sure without inspection into source
code the method that numpy uses, I assume each operation is maximally complex, at O(n3).
Additionally, some of these improved algorithms are galactic algorithms, where the input
size of the problem needs to be so astronomically large to see asymptotic gains that the
algorithm cannot be implemented in practice. Even in the case of algorithms that are closer
to O(n2.8) such as Strassen’s Algorithm [29], they often are only valid for algorithms where
n approaches large numbers, such as 100. It will become apparent in the rest of this section
that requiring n to reach 100 is simply not feasible for this project.

Generally, in a degrees of freedom argument, one must have at least as many data points
as parameters in order to optimize correctly. This puts a lower bound on T as well: between
the two matrices A and B, each with n2 elements, this means T ≥ 2n2.

The likelihood computation itself requires matrix multiplications, the worst of which
being O(n3) in the final term in the sum. This is summed over all times T , so the overall
complexity of just the likelihood calculation is O(Tn3). With the lower bound of T being
Ω(n2), the likelihood computation is at least O(n5). Small optimizations can be made by
precomputing the values of log |BB>| and (BB>)−1 at each optimization step to prevent
having to compute the same value more than once, which is employed throughout the entire
codebase along with some other values, but that does not change the asymptotic scaling.

The time complexity of computing single element of the gradient with respect to A is
O(n3+Tn2) for the matrix multiplications and the sum over t, assuming a precomputation of
(BB>)−1. However, since this needs to be computed for all n2 elements of A, the algorithm
is actually O(Tn4) (the n3 term drops since it is only computed once). With the limit of
T ≥ 2n2, this becomes, at best, O(n6).

The time complexity of computing a single element of the gradient with respect to B
follows a similar pattern. The matrix multiplications lead to an overhead of O(n3), but
they can be precomputed so they do not have to be done at each time step. Computing
(xt+1−µ(Axt)), is an O(n2) operation which needs to be computed for each time step, giving
O(Tn2). For each of those O(Tn2) operations, there are n2 terms to compute and sum over.
This leads to an overall time complexity of O(n3 + Tn4) =⇒ O(n6) for each element of B.
So, the total complexity for computing the gradient with respect to B is O(n8).

Each of these time complexities are valid for a single optimization step. The worst
computation is the gradient with respect to B, which is O(n8). So, for k optimization steps
this gives an overall complexity of O(kn8) for the matrix inference algorithm.

5 Technical Limitations and Experiment Setup

O(kn8) is an incredibly large time complexity. For example, if the optimization with n = 10
takes 1 second, then the optimization with n = 100 will take 108 seconds, or about 3.2
years. That’s optimistic as well, since computing each of the gradients on simulated data
for n = 10 takes about 30 seconds when parallelized across 6 CPU cores on an Apple M1
chip running at 3.2 GHz. For 100 optimization steps, this takes about 3000 seconds, or 50
minutes. Performing the optimization for n = 100, then, would take about 3000 ·108 seconds
≈ 4500 years.

To illustrate, consider Figure 4, detailing the average time in seconds to compute the
gradients with respect to A and B for n = 5, 6, . . . , 12. Note that it takes almost 10 times as
long to compute the gradients for n = 12 than n = 5. These computations were performed
on a Windows PC with a 3.9 GHz Intel i9 16-core processor, with computations being
parallelized across 14 of the 16 available cores.

In the interest of not turning my laptop into an iToaster, I employ a simplification.
Rather than letting B be a general n× n matrix, I let it be a constant c times the identity
matrix I. This removes some of the complications associated with correlated noise, and
allows for much simpler computation.
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Figure 4: Average runtimes for computing the gradients with respect to A and B in seconds
for n = 5, 6, . . . , 12

.

To motivate this assumption, this can be interpreted as each node experiencing i.i.d.
noise. That is, the noise in one node has no explicit effect on the noise in another, barring
the indirect effect on state evolution for the next step. For example, noise for node 1 at
time t will affect the state value for node 1 at time t + 1, but none others. Then, at time
t + 2, node 2 may have its value affected by node 1, which contains the noise from time t.
While the main goal of this assumption is to reduce computational complexity to make an
experiment on simulated data feasible given my limited computing power, the results of said
experiment may still be interpreted

Under this condition, the key equations reduce to

log y = −1

2

T−1∑
t=0

n log(2π) + 2n log(c) +
1

c2
(~xt+1 − µ(A~xt))

>(~xt+1 − µ(A~xt)) (8)

∂ log y

∂Aij
=

1

c2

T−1∑
t=0

xt,i[µ
′(A~xt)]j(~xt+1 − µ(A~xt))j (9)

∂ log y

∂c
= −1

2

T−1∑
t=0

2

c
n− 2

c3
(~xt+1 − µ(A~xt))

>(~xt+1 − µ(A~xt)). (10)

Equation 10 can be solved analytically for the optimal value of c by setting the derivative
to 0 and solving for c:

c =

√√√√ 1

2nT

T−1∑
t=0

(~xt+1 − µ(A~xt))>(~xt+1 − µ(A~xt)). (11)

However, in the interest of simplicity (since c depends on A), I set it to a known constant,
rather than attempting to infer it. This will allow straightforward measurement of the error
incurred in inferring A as a function of the strength of the noise c.

The general experiment workflow that occurs in this paper is as follows:

• Generate simulated data according to Equation 1

• Store the true value of A and c.

• Generate an initial guess of A as a random matrix taking values in [0, 1].

• Compute the gradient of the likelihood function with respect to this matrix. Call this
L.

• Update the value of A with A← A + ν∇A(log y). The value ν is called the learning
rate.
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• Recompute the likelihood function. Call this L′. For some small threshold ε > 0,
repeat the gradient computation and update if L′−L > ε. If not, the current value of
A is the maximally likely value (in a neighborhood around the current value).

• If the optimization reaches some threshold number of maximum steps N , then stop
the optimization where it is.

• Since the data are simulated, I can compare the inferred values to the true value and
see the degree of error in each parameter.

In my experiments, I set η = 10−4, ε = 0.1 and N = 30. I carry out 2 major experiments.

5.1 Experiment 1: Global Optimum

The goal of Experiment 1 is to see if multiple optimizations run on the same dataset result in
the same estimate of A when they start at different points. I generate a dataset with c = 1
and a known value of A with parameter values in [0, 1]. I then initialize 10 random matrices,
also with values in [0, 1], and attempt to optimize them and store the results. With these
results, I can determine two things:

1. How consistent each of the estimates are with each other

2. How far off the average estimate is from the true value.

If all of the estimates are close together, I can infer that they are all initial guesses
are converging to the same local maximum. If the average estimate is perfect for each
parameter in A, I can further conclude that the optimal value from the optimization is a
global maximum.

If each initial value converges to a different value, then it can be reasonably assumed
that the optimization problem is non-convex and finding a global solution is difficult to do
efficiently using numerical methods.

5.2 Experiment 2: Estimate Errors

The goal of this experiment is to estimate the average error in each value of A after the
optimization in order to gauge the effectiveness of the optimization algorithm.

Denote Â to be the estimated value of A after optimization, and A0 to be the initial
guess. I then take Ê = Â − A to be the post-optimization error matrix (how far off each
element is from the true value) and E0 = A0 − A to be the pre-optimization error matrix.

Then, I compare the values of |Ê −E0|. If an element of |Ê −E0| is negative, then that
element moved closer to the true value after the optimization (since its error decreased). If
it is positive, the element after the optimization is further from the true value than before.
This allows the ability to gauge whether or not the optimization is actually doing anything
in terms of getting closer to the true value of A.

I also quantify the value of error by estimating 95% confidence intervals for the average
error produced in an optimization. For this, I perform 10 separate optimizations, each with
its own generated dataset and initial guess, for each value of c. Then, for each value of c, I
estimate a 95% confidence interval for the average error in the inference.

6 Results

6.1 Experiment 1 Results

In order to visualize the consistency of the estimates, I create a heatmap in which each cell
represents the standard deviation of the estimated values for all 10 estimates performed on
the data, as shown in Figure 5. The top left cell corresponds to A1,1, with the cell to the
right representing A1,2, etc.
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Figure 5: Heatmap of the standard deviation of matrix values across 10 estimates of A, with
c = 1.

Figure 6: Heatmap of the difference in the average estimate of A and the true value of A,
E[Â]− A.

This figure shows a somewhat large degree of variation between the values, with optimized
values tending to differ in magnitude by about 0.2 to 0.3 from the mean estimate. As such,
it can be inferred that the estimates are not the same. Each trial seems to be converging to
some local maximum of the likelihood function, differing from the local maxima that initial
guesses converge to.

The result in Figure 5 begs the question: given the large variation of estimates, does the
average estimate for each parameter well approximate the true value used to generate the
data? That is, are these seemingly disparate estimates at least centered around the true
value? Figure 6 attempts to answer this question by plotting a heatmap of E[Â] − A, the
average post-optimization estimate minus the true value of A. Results show varying amounts
of success (values near 0 are accurate), but the general result is that the average estimate
does not well approximate the true value of A.
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6.2 Experiment 2 Results

Given the results of Section 6.1, it may be helpful to quantify the degree of error incurred
in estimation.

Firstly, I plot a heatmap for an experiment with c = 1, where values indicate |Ê − E0|,
the difference in error after and before the optimization. This is shown in Figure 7. Values
that take a purple or blue color represent edges that improved post-optimization, whereas
red-shaded values represent nodes that incurred more error post-optimization. Many values
are near 0, and the rest appear to be relatively evenly distributed between decreasing error
and increasing error.

Moving beyond single-optimization results and towards the statistics of all of the exper-
iments, Figure 8 displays the average number of post-optimization parameter improvements
for various values of c, each computed using 10 trials each.

Figure 7: Heatmap of the difference in the error after and before the optimization, |Ê−E0|.

Figure 8: Distribution of 95% confidence intervals for the number of parameters that im-
proved over 10 trials for each value of c

The trials were run for values of c ∈ {0.25, 0.5, 0.75, 1, 1.5, 2}. It should be noted that
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the value to compare to is 50 – the expected number of improvements if every parameter
of a random guess is incremented or decremented by a constant. For all values of c except
c = 0.75, the sample average is below 50, indicating that, on average, the parameter inference
does not perform well. Additionally, notice for c = 1.5, the entire confidence interval is below
50, indicating that the probability that the optimization actually brings parameters closer
to their true values is less than 2.5%. In general, this means it cannot be concluded with
high probability that the true average parameter improvement is better than random.

The number of improved parameters, however, does not necessarily quantify the exact
amount of improvement. For that, I examine the average error value for each value of c.
In particular, for each value of c, the average error value across all 10 trials was computed,
and the 95% confidence intervals for the true average error for each value of c are shown in
Figure 9.

Figure 9: Distribution of 95% confidence intervals for the average post-optimization error
value.

Unfortunately, the results of the mean error analysis are not incredibly promising. Error
values seem to be incredibly large, given that all true values lie in the interval [0, 1]. However,
given the non-convexity of the problem, this is largely to be expected. Most estimates latch
onto local minima in their neighborhoods, which may be far from optimal on the global scale.

7 Analysis and Conclusion

The results of the experiments on simulated data seem to point the same way: the optimiza-
tion algorithm, in its current state, is not suitable to be used in data analysis.

The mathematical results present an incredibly computationally intensive problem that
is not feasible for many applications. For example, if one wanted to apply a graph learning
algorithm to financial data for the purpose of gaining trading advantages, spening an hour
to compute a graph on 10 tickers would be largely useless for actual applications. This
is largely why classical methods, which can be efficiently vectorized and parallelized with
libraries such as numpy and dask in Python, are typically preferable to dynamic methods.
Although they do not share the strength of the dynamic model–namely, having edges that
theoretically guarantee predictive power, they can often be computed in under a second,
allowing for more frequent use.

Furthermore, the unpredictable relationship between the error in the inferred value of A
and the strength of the noise c indicates an unstable optimization that is largely dependent
on initial conditions. The likelihood function is dotted with local maxima all over its pa-
rameter space, making efficient optimization incredibly difficult. For problems such as these,
oftentimes the only way to effectively optimize the function is to perform a grid search.
However, with 100 parameters governing the evolution of 10 nodes, this is also incredibly
computationally intensive, and even less feasible to use in an applied setting.
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The issue of the mean number of parameters improving post-optimization being less than
random is a natural consequence of the likelihood function being nonconvex. Consider the
example shown in Figure 10. If I attempt to minimize the convex function (detailed in blue),
the starting location does not matter–following the path of steepest descent will lead to
the global minimum regardless of what initial guess is chosen. However, for the nonconvex
function, consider what happens if the initial guess x0 is chosen to be x0 = 1. In this case,
a gradient descent algorithm would choose to follow the path of steepest descent and would
land at a local minimum near x = 1.2. While this certainly does result in a more optimal
value for the objective function, the inferred value of x ends up deviating further from the
value of x that would produce the global minimum, near x = 0.5 and x = −0.5. In analogy
with the results of this paper, the likelihood function was reaching a local maximum after
optimizations were completed, but the parameters that generate this maximum may have
gone in a separate direction from the values that would have generated the global maximum,
but in a 100-dimensional parameter space instead of the 1-dimensional parameter space
detailed in this example.

Figure 10: Example of a convex and nonconvex function.

Further work in this field must first address the issue of computational complexity. Of-
tentimes, computationally expensive operations such as matrix multiplications can be sped
up with vectorization, as it allows for many for computations per CPU clock cycle than
element-wise operations. A large bottleneck of the computation of gradients is the nested
sums, especially when computing the gradient with respect to B. As such, if one could find
a way to reduce the term in the sum of equation 7 to a matrix operation, one could represent
each term in the sum as a 2-dimensional slice of a 3-tensor with dimensions (i, j, t). One
could then leverage parallelization and vectorization to quickly compute the terms of the
sum and sum the tensor along the time axis. In general, the more these operations can be
written in terms of matrix multiplications and tensor operations, the faster the code can run
on most machines.

However, no efficiency improvements can address the problem of nonconvexity. Non-
convex optimization is at least NP-hard, meaning any problem in NP can be reduced to this
problem in polynomial time. That means there is no way to achieve truly optimal results in
polynomial time in the input size. Rather, only the solution can be checked in polynomial
time. However, in order to completely prove that this problem is NP-hard, a concrete proof
must be presented that the optimization problem is truly nonconvex. As of right now, the
results of Experiment 1 point to this fact, but a mathematical proof does not exist.

Nonconvex optimization methods do exist in some capacity, with the most popular
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method being the solution generally employed in training deep neural networks: throw-
ing a massive amount of computational power at the problem. In general, techniques exist
to try and solve nonconvex optimization problems better than a grid search, though any
theoretical guarantees on convergence to the optimal value are weak, if they even exist. An
overview of nonconvex optimization for the interested reader can be found in [7]. Given
that the approach applied in this paper is simple gradient ascent, a method tailored specifi-
cally for nonconvex problems may produce more promising optimization results. Balancing
computational complexity and accuracy is a difficult goal, but if nonconvex methods can be
used in conjunction with mathematical sleight-of-hand in rewriting equations 6 and 7, the
optimization may become feasible with enough computing power.

Beyond the issue of computational complexity, from a modeling perspective it may be
detrimental to assume every edge in the graph has explanatory power, as this method of
modeling may lend itself to overfitting. I could use 100 parameters to model the evolution
of 10 series in the experiment of this paper since the data were actually generated from this
type of process, but this may not be true for all processes. It may prove more helpful to
think about only the most important factors in determining the graph’s evolution.

Oftentimes, when needing to eliminate parameters from models, machine learning prac-
titioners will turn to L1 regularization. This involves adding an extra term to the objective
function that penalizes larger model parameters using an L1 norm, defined on a vector as
the sum of the absolute value of individual elements:

‖~a‖1 =
N∑
i=1

|ai| (12)

So, as a modeling prospect, one could modify the likelihood function to penalize larger

values of these parameters. This could be achieved by subtracting the term λA ‖~a‖1+λB

∥∥∥~b∥∥∥
1

from the log-likelihood function, where λA and λB are real-valued parameters that define
the amount of artificial penalty incurred by increasing a parameter’s value. The vectors ~a
and ~b represent the entries in A and B turned into an Rn2

vector. The exact method of
doing this conversion is irrelevant, since norm computations are agnostic to the position of
each element. This method, of course, adds additional hyperparameters that may need to
be tuned, but could be worth including because L1 regularization is specially designed to
encourage model sparsity – that is, models that only have a few non-zero parameters.

While the allure of truly dynamic graph inference is certainly enticing, it is unfortunately
not realistic yet. The feasibility of this method is likely to grow in tandem with developments
in nonconvex optimization. For now, classical graph generation methods may reign supreme
in striking the balance between utility and computing time, but this is likely to change in
the future.
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A Derivation of Gradients

A.1 Notation

For the derivations that follow, I will use the following notation:

• J ij denotes a square single-entry matrix whose elements are all zero except for a 1
at element (i, j).

• Diag(A) for a square matrix A represents a copy of the matrix A where all non-diagonal
elements are set to 0.

• δij denotes the Kronecker delta, which equates to 1 if i = j and 0 if i 6= j.

A.2 Derivative of (~xt+1 − µ(A~xt)) with respect to A

I tackle this derivative element-wise. Define a function f : Rn → Rn defined by f =
(xt+1 − µ(Axt)). The k-th element of f can be computed as

fk = ((xt+1)k + µ(
n∑
ν=1

xνAkν).

Taking the derivative of this expression with respect to Aij gives

∂fk
∂Aij

=
∂

∂Aij
µ(

n∑
ν=1

xνAkν).

Apply the chain rule and linearity of the differentiation operator2:

∂fk
∂Aij

= µ′(A~xt)k

n∑
ν=1

xν
∂Aνk
∂Aij

= µ′(A~xt)k

n∑
ν=1

xνδνiδkj

= µ′(A~xt)kxiδkj,

which is a rank-3 tensor.

A.3 Derivation of ∇A log y

Recall that

log y = −1

2

T−1∑
t=0

nlog(2π) + log(|BB>|) + (~xt+1 − µ(A~xt))
>(BB>)−1(~xt+1 − µ(A~xt)).

Taking the derivative of this expression with respect to Aij gives us

∂ log y

∂Aij
= −1

2

T−1∑
t=0

∂

∂Aij
(~xt+1 − µ(A~xt))

>(BB>)−1(~xt+1 − µ(A~xt)). (13)

Focusing on the term in the sum, note that letting z = (~xt+1−µ(A~xt)) and Q = (BB>)−1,
this is a scalar quantity. Specifically, it is a real quadratic form q(z;Q) = z>Qz. This can
be written out element-wise as

q(z;Q) =
n∑
k=1

n∑
l=1

Qklzkzl

In Appendix section A.2, I discussed how to take the derivative of each of the zk and zl
terms with respect to Aij, and Q is a constant with respect to A since it only depends on

2Note to self: Review real analysis notes at some point to make this statement more accurate
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B. Also, since Q is the inverse of a symmetric matrix BB>, it is also symmetric – that is,
Q = Q>. Taking the derivative of this expression with respect to Aij,

∂q(z;Q)

∂Aij
=

n∑
k=1

n∑
l=1

Qkl
∂

∂Aij
[zkzl]

=
n∑
k=1

n∑
l=1

Qkl
∂

∂Aij
[zk]zl +

n∑
k=1

n∑
l=1

Qkl
∂

∂Aij
[zl]zk

=
n∑
k=1

n∑
l=1

Qkl[µ
′(A~xt)]kxiδkjzl +

n∑
k=1

n∑
l=1

Qkl[µ
′(A~xt)]lxiδljzk

=
n∑
l=1

Qjl[µ
′(A~xt)]jxizl +

n∑
k=1

Qkj[µ
′(A~xt)]jxizk

= [µ′(A~xt)]jxi
[ n∑
l=1

Qjlzl +
n∑
k=1

Qkjzk
]

= [µ′(A~xt)]jxi
[
(Qz)j +

n∑
k=1

Q>jkzk
]

= [µ′(A~xt)]jxi
[
(Qz)j + (Q>z)j

]
= 2[µ′(A~xt)]jxi(Qz)j.

(14)

Plugging this into the likelihood function 13 and substituting the values of z and Q gives

∂ log y

∂Aij
= −

T−1∑
t=0

xt,i[µ
′(A~xt)]j[(BB

>)−1(~xt+1 − µ(A~xt))]j, (15)

and the gradient (Jacobian matrix) of y with respect to A can be computed as the
collection of all elements (i, j) for this term:

∇A log y =

[
∂ log y

∂Aij

]
ij

(16)

A.4 Directional Derivative of log det(XX>)

First, I list the identities used to complete this proof. The first is Jacobi’s Identity, which
reformulates the log determinant of a matrix A in terms of the logarithm of its trace:

log |A| = Tr log(A) (17)

The logarithm of a matrix is defined such that applying the matrix exponential exp(A) =∑∞
k=0

1
k!
Xk to log(A) will produce the identity matrix. The matrix logarithm can be shown

to be

log(A) =
∞∑
k=1

(−1)k+1 (A− I)k

k
= (A− I)− (A− I)2

2
+

(A− I)3

3
+ . . . . (18)

Note that multiplying a single entry matrix by its transpose gives us

J ij(J ij)> = J ii.

For some matrix X, note that

XJ ij = [X1 X2 . . . Xn]J ij = [0 0 . . . 0 Xj 0 . . . 0]

Finally, note that the trace is a linear operator. So,

Tr(A+B) = Tr(A) + Tr(B)

cTr(A) = Tr(cA), c ∈ R
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Now, on to the proof. First let f(X) = log |XX>|. Assume X has full rank, such that
XX> is invertible. Now, to compute the directional derivative with respect to the element
(i, j) of some matrix B, I use the limit definition of a derivative:

∂f(X)

∂Bij

= lim
h→0

1

h

(
log |(X + hbijJ

ij)(X + hbijJ
ij)>| − log(|XX>|

)
= lim

h→0

1

h

(
log |XX> + hbij(XJ

ji + J ijX> + hJ ii)| − log |XX>|
)

= lim
h→0

1

h

(
log |(XX>)[I + hbij(XX

>)−1(XJ ji + J ijX> + hJ ii)]| − log |XX>|
)

= lim
h→0

1

h

(
log |(XX>)||I + hbij(XX

>)−1(XJ ji + J ijX> + hJ ii)| − log |XX>|
)

= lim
h→0

1

h

(
log |(XX>)| − log |(XX>)|+ log |I + hbij(XX

>)−1(XJ ji + J ijX> + hJ ii)|
)

= lim
h→0

1

h

(
log |I + hbij(XX

>)−1(XJ ji + J ijX> + hJ ii)|
)

= lim
h→0

1

h

(
Tr(log[I + hbij(XX

>)−1(XJ ji + J ijX> + hJ ii)])

)
= lim

h→0

1

h

(
Tr(hbij(XX

>)−1(XJ ji + J ijX> + hJ ii)

+
1

2
h2b2ij(XX

>)−1(XJ ji + J ijX> + hJ ii)2) +O(h3)

)
= lim

h→0

(
Tr[bij(XX

>)−1(XJ ji + J ijX> + hJ ii)]

+
1

2
hb2ij(XX

>)−1(XJ ji + J ijX> + hJ ii)2) +O(h2)

)
= Tr

(
bij[XJ

ji + J ijX>
]
)

= bij
[

Tr(XJ ji) + Tr(J ijX>)
]

= bij
[

Tr(XJ ji) + Tr((XJ ji)>)
]

= 2bij Tr(XJ ij)

= 2bijXjj

(19)

In matrix form, if X and B are both n × n square matrices, the gradient in can be
represented in matrix form as

∂ log |(XX)>|
∂B

= 2BDiag(X), (20)

where each element represents

∂ log |(XX>)|
∂Bij

.

A.5 Derivative of (BB>)−1

First note that, by the definition of an inverse,

(BB>)(BB>)−1 = I.

Taking the derivative of both sides with respect to Bij gives

0 =
∂

∂Bij

[
(BB>)(BB>)−1

]
=
∂(BB>)

∂Bij

(BB>)−1 +
∂(BB>)−1

∂Bij

(BB>),
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which can then be used to solve for ∂(BB>)−1

∂Bij
:

∂(BB>)−1

∂Bij

= −(BB>)−1
∂(BB>)

∂Bij

(BB)−1. (21)

This is most easily expanded element-wise. To do so, the right-hand side of Equation
(21) needs to be explicitly evaluated in terms of the indices i and j. Letting Q = (BB>)−1,
the matrix multiplication can be expanded as

∂(BB>)−1kl
∂Bij

=
n∑
r=1

Qkr

n∑
q=1

∂(BB>)rq
∂Bij

Qql. (22)

The derivative in the middle evaluates into a 4-tensor:

∂(BB>)rq
∂Bij

=
∂

∂Bij

n∑
w=1

BrwB
>
wq

=
n∑

w=1

∂Brw

∂Bij

B>wq +Brw

∂B>wq
∂Bij

=
n∑

w=1

∂Brw

∂Bij

Bqw +Brw
∂Bqw

∂Bij

=
n∑

w=1

δriδwjBqw +Brwδqiδwj

= δriBqj + δqiBrj

(23)

This can be used to compute the gradient derivative in Equation 21, assuming that B is
invertible so (BB>)−1 = (B>)−1B−1:

∂(BB>)−1kl
∂Bij

=
n∑
r=1

Qkr

n∑
q=1

∂(BB>)rq
∂Bij

Qql

=
n∑
r=1

Qkr

n∑
q=1

(δriBqj + δqiBrj)Qql

=
n∑
r=1

Qkr

n∑
q=1

δriBqjQql +
n∑
r=1

Qkr

n∑
q=1

δqiBrjQql

= Qki

n∑
q=1

BqjQql +Qil

n∑
r=1

QkrBrj

= Qki

n∑
q=1

B>jqQql +Qil

n∑
r=1

QkrBrj

= Qki[B
>Q]jl +Qil[QB]kj

= (BB>)−1ki [B>(BB>)−1]jl + (BB>)−1il [(BB>)−1B]kj

= (BB>)−1ki [B>(B>)−1B−1]jl + (BB>)−1il [(B>)−1B−1B]kj

= (BB>)−1ki [B−1]jl + (BB>)−1il [(B>)−1]kj.

(24)

A.6 Derivation of ∇B log y

Recall that

log y = −1

2

T−1∑
t=0

nlog(2π) + log(|BB>|) + (~xt+1 − µ(A~xt))
>(BB>)−1(~xt+1 − µ(A~xt)).

Note that the second term in the sum is a real quadratic form. Let z = (~xt+1 − µ(A~xt))
and Q = (BB>)−1. Taking the derivative of this expression with respect to Bij gives
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∇B log y =
∂ log y

∂Bij

= −1

2

T−1∑
t=0

∂ log |BB>|
∂Bij

+
∂

∂Bij

[z>Qz].

The derivative of the term log |BB>| is covered in section A.4. For the real quadratic
form, it can be expanded element-wise as

∂

∂Bij

[z>Qz] =
n∑
k=1

n∑
l=1

zkzl
∂

∂Bij

[Qkl]

=
n∑
k=1

n∑
l=1

zkzl
∂

∂Bij

[(BB>)−1kl ]

=
n∑
k=1

n∑
l=1

zkzl

[
(BB>)−1ki [B−1]jl + (BB>)−1il [(B>)−1]kj

]
.

(25)

Putting these two together:

∂ log y

∂Bij

= −1

2

T−1∑
t=0

2BijBjj +
n∑
k=1

n∑
l=1

zkzl

[
(BB>)−1ki [B−1]jl + (BB>)−1il [(B>)−1]kj

]
= −TBijBjj−

1

2

T−1∑
t=0

n∑
k=1

n∑
l=1

(~xt+1 − µ(A~xt))k(~xt+1 − µ(A~xt))l

[
(BB>)−1ki [B−1]jl + (BB>)−1il [(B>)−1]kj

]
.

(26)

And finally, these values can be put into a single matrix

∇B log y =

[
∂ log y

∂Bij

]
ij

(27)
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